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* Y‑axes: net emigration rate in year t (%), X‑axes: unemployment rate in year t–1 (%)

S o u r c e :  own preparation based on Eurostat, AMECO, Bureau of Economic Analysis, Bureau of Labor Statistics and Centers 
for Disease Control and Prevention data.

The methodology and data employed to test the advanced hypotheses, with the caveats 
mentioned, seem to have provided sensible results. The first hypothesis – that geographic 
labor mobility is generally less supportive for the functioning of the monetary union in 
the eurozone than in the USA – has been confirmed. This result was expected and the 
reasons why it is so have already been suggested in the literature. In Feldstein’s view the 
USA forms a single labor market in which people move from areas of high and rising 
unemployment to places where it is easier to find a job, while national labor markets in 
Europe are in reality separated, i.a. by language and cultural barriers and national social 
security systems [Feldstein, 2011]. Broyer et al. [2011] also point to a lack of information, 
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legal‑administrative barriers, diploma recognition problem, and varying tax and social 
systems as factors hindering geographic labor mobility in Europe.

The second hypothesis – that after introduction of the euro in 1999 the migration 
channel in the eurozone strengthened, whereas in the USA it simultaneously weakened, 
weakly corresponds with the results. The visible strengthening of the migration channel 
in the eurozone seems to have taken place only after 2004 and not 1999, suggesting 
an association not with the euro introduction but rather with the EU enlargement in 
2004. Increased unemployment in the eurozone at the beginning of the 21st century 
(see Chart 2), which made it harder for migrants to find employment in potential host 
countries, may also explain the apparently weak migration channel in the eurozone. 
In the USA, in turn, the migration channel indeed seems to have significantly weakened in 
2001–2003, but then it strengthened again. One should similarly associate this 2001–2003 
weakening with an across‑the‑board rise in unemployment, which hindered the prospects 
for migrant job seekers in the USA (see Chart 2).

The third hypothesis – that the financial and economic crisis brought a significant 
improvement in the migration channel in the eurozone, while in the USA it caused only 
a slight weakening – is also not confirmed by the data analysis. In the case of the eurozone, 
the analysis did not provide convincing evidence that the migration channel strengthened 
after the outbreak of the crisis. To the contrary, it seems to have weakened in 2009 and 
2010, improving only in 2011 (although the analysis for 2011 omits data for Belgium and 
Italy). The situation in the USA shows that the crisis brought a significant weakening of 
the migration channel, which together with still relatively high unemployment and its 
differentiation in 2011 and 2012 (seen in Chart 2) might suggest a European flavor in the 
USA labor market. This could be associated with a more generous policy of unemploy‑
ment benefits introduced in the USA after the crisis’ outbreak. But the recent weakening 
of the migration channel in the USA should be associated first of all with a general rise 
in unemployment across the USA making it more difficult for migrants to find work 
(according to Levine [2013] the recent surge in unemployment in the USA seems more 
cyclical than structural in character). The weakening of the migration channel in Europe in 
2009 and 2010 should also be associated with cyclical factors. It is worth noting that a less 
stark deterioration in the strength of the migration channel in Europe, in comparison to 
the USA, after the recent crisis’ outbreak may be explained by the fact that the 2008–2009 
GDP slowdown brought a significantly less pronounced surge in unemployment in the 
eurozone than in the USA. Thus, the migration channel in Europe might have been hurt 
less (see Chart 2).
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Concluding Remarks

The analysis suggests that the USA – treated so often as a benchmark for the euro‑
zone – may actually not have served that function for Europe in the last few years regarding 
geographic labor mobility. Instead, labor markets in the USA may have begun functioning 
in a more European‑like fashion, which does not bode well for the flexibility of the US 
economy. It remains to be seen whether the more European‑like character of the USA 
labor market is of a permanent, or merely a temporary nature. It is too early to definitively 
answer this question.

In Europe the weak functioning of the migration channel of adjustment is one of the 
factors that hinders overcoming the systemic crisis in the eurozone. Lacking geographic 
labor mobility makes the pain of adjustment in the troubled southern economies more 
acute and increases the risk of the eurozone disintegration. Quick fixes to boost geographic 
labor mobility in Europe do not seem to be at hand. This, together with other challenges 
facing the eurozone (e.g. large private and public debts, as well as weak international 
competitiveness of economies in the south of the eurozone), render a stable functioning 
of the Economic and Monetary Union a distant – and potentially impossible – vision.
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Abstract

This research paper reviews the development of China’s outward foreign direct inve‑
stment (OFDI) to the European Union since the global financial crisis, summarizes the 
apparent characteristics and causes behind that development, provides an in‑depth analysis 
of the problems and deep‑rooted risks in such investment, and predicts that with China’s 
economy being stronger the scale of China’s OFDI will be greater in the coming period. 
However, since Chinese enterprises are really newcomers of OFDI, they are far from 
being mature and successful players, which requires not only capital, but also an organic 
combination of intangible elements regarding economy, society, and culture etc.
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Introduction

China has grown rapidly, and is now the second largest world economy. China’s 
international trade has accelerated since the beginning of global financial crisis, and it 
now ranks third in outward foreign direct investment (OFDI), after the United States and 
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Japan.1 Accordingly, it is more and more obvious that Chinese enterprises have increased 
outward direct investment (primarily through mergers), to EU countries.

Chinese enterprises have been able to merge with many European companies since 
the European debt crisis mainly because of the merged enterprises’ economic interests 
and willingness of Euroepans to buy “cheap articles” in their home countries. Chinese 
enterprises’ total assets in Europe are still very limited, but some European people are 
“doubting” or even “afraid of ” China’s direct investment. This apprehension is unneces‑
sary, and the result of being misled by some local media, which indicates that developed 
countries such as the US and some European countries are still not ready for, and have 
failed to fairly assess, rapidly growing investment from China.

Features of the OFDI Made by the Chinese Enterprises in the EU

I. OFDI made by Chinese enterprises in the EU has increased rapidly on an annual 
basis, but the overall scale is still limited

On the one hand, China’s OFDI in EU has enjoyed a strong growth momentum over 
the past a few years. From 2005 to 2012, China’s stock of OFDI to the EU increased by 
an average of more than $ 1 billion annually, with the average annual growth rate being 
more than 70 %. And China’s OFDI in the EU rose faster than that of any other country 
investing in the EU. China’s OFDI in Europe surged 56% year‑on‑year to $ 799 million 
in 2012.2

By the end of 2012, the stock of investment by Chinese enterprises in the EU was 
$ 31.44 billion, an increase of 55.6 % year – on – year (Table1). At the same time, the share 
of OFDI to the EU in China’s overall OFDI increased rapidly, and now ranks third after 
HK and the ASEAN. The Ministry of Commerce of China projects that China’s total 
investment in Europe will reach $ 500 billion.

TABLE 1. � �Chinese OFDI stock to the EU between 2005–2012 (Billions of dollars, 
percentage)

2005 2006 2007 2008 2009 2010 2011 2012

China’s OFDI stock to the 
EU (Billions of dollars)

0.77 1.27 2.94 3.17 6.28 12.50 20.20 31.44

Year on year growth rate 
(percentage)

— 64.9 131.5 7.9 97.8 99.1 61.6 55.6

S o u r c e :  MOFCOM, Statistical Bulletin of China’s Outward of Foreign Direct Investment, various issues.



An Analysis of China’s Outward Foreign Direct Investment to the EU: Features... 47

On the other hand, despite the constant increase in the flow and stock of OFDI of the 
Chinese enterprises in the EU, its share in both the direct investment in the EU and the 
overall OFDI of China is rather small. China started late in making investments in the EU 
and, accounts for less than 1% of the total foreign investment that Europe attracts. There‑
fore, despite the rapid increase (China’s stock of investment in Europe increased by nearly 
40 times between 2003 and 2012), China’s OFDI to the EU is still insignificant. In addition, 
according to the statistics released by the European Statistics Agency, China’s investment 
to the EU was  3.2 billion in 2011 (during the same period of time, the EU investment 
in China was  17.5 billion), which is quite small compared with the US investment to 
the EU which was as high as  114.8 billion over the same period of time.

II. Chinese OFDI Engaged in Sectors and Countries to the EU
The industrial sectors involved in China’s OFDI to the EU are mainly the leasing and 

business services sector, the manufacturing industry, and the financing industry. By the 
end of 2011, the leasing and business services sector accounted for 39 % of China’s stock 
of investment in the EU countries such as Luxemburg, the Netherlands, Ireland, and Ger‑
many. China’s mining industry ranks second, accounting for nearly 19 % of investments, 
which involved such countries as the UK, Germany, Sweden, Italy, Hungary, and Poland. 
The manufacturing industry ranks third, accounting for 18 % of China’s OFDI, which 
was primarily directed to Germany, Sweden, Hungary, the UK, Italy, Romania, Poland, 
the Netherlands, France, and the Czech Republic. The banking industry accounted for 
10 % and focused on the UK, Luxemburg, France, Germany, and Italy. The wholesale 
and retail trade accounted for 4 % of OFDI, and targeted their investments to Germany, 
Sweden, the UK, Italy, France, and Romania.

As indicated above, China’s OFDI to the EU focuses on certain countries. Although 
China has invested directly in all EU member states, the investment distribution is not 
balanced. According to the Chinese Ministry of Commerce, by the end of 2011 most OFDI 
by Chinese enterprises to the EU was to the core EU countries. Of those, Luxemburg, 
France, the UK, Germany, Sweden, Netherland, Hungary, Italy, Spain, and Poland have 
the most OFDI, and together account for more than 90 % of China’s total OFDI to the EU. 
France was China’s largest investment destination in Europe in 2012, accounting for 21% 
of the total, followed by the UK and Germany, with 16% and 7% respectively.

Since the global financial crisis has broken out, Chinese enterprises have accelerated 
their pace in making direct investment in the UK, which has become the major investment 
destination of the Chinese enterprises. In 2012, Chinese enterprises completed more than 
10 enterprise mergers and acquisitions involving more than $ 8 billion (equivalent to nearly 
one eighth of China’s total OFDI that year), which exceeded the total Chinese investment 
in the UK over the past 6 years. Since 2013, China’s investment merger and acquisition 
projects in the UK has involved more than $ 2 billion and maintained a strong momentum 
for continued growth. By sector, China’s UK investments are gradually shifting from such 
traditional fields as trade, finance and telecommunications to high‑end manufacturing, 
infrastructure manufacturing, brand network, and R&D centers. Some major investment 
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projects include: the China Investment Corporation becoming a shareholder of the 
Thames Water Utilities and Heathrow Airport; Headquarters Base has invested in Royal 
Albert Dock; Ping An Insurance Company of China purchased the Lloyd’s Corporation’s 
building; and Dalian Uanda is planning on building a five‑star hotel in London. All these 
projects represent major breakthroughs of China’s OFDI in fields related to infrastructure 
and people’s livelihood in developed countries.

Germany has historically been a major investment destination of China’s OFDI in 
Europe. According to the Statistical Bulletin of China’s OFDI that originates from the Chinese 
government, Chinese OFDI in Germany surged 56% year‑on‑year to $ 799 million in 2012, 
accounting for 13.1% of China’s overall overseas direct investment in the European Union. 
The accumulated value of China’s OFDI in Germany increased from $ 129.21 million at the 
end of 2004 to $ 3.1 billion by the end of 2012, according to the 2012 Statistical Bulletin of 
China’s Outward Foreign Direct Investment. In addition, China was the third‑largest investor 
in projects in Germany in 2012, following the United States and Switzerland. Chinese FDI 
in Germany focuses on three key industries: automotive, industrial machine and equip‑
ment; electronic and semiconductor; consumer products (including food and beverages), 
accounting for 62% of total Chinese outward FDI in Germany.3

III. Chinese OFDI in the EU Is Mainly Through Mergers and Acquisitions
Compared with starting new programs in other countries, cross‑border mergers and 

acquisitions have relatively low risk, offer quick returns, and can effectively avoid barriers 
for entering a new field by allowing investors to enter the sales channel of the host country 
faster and more easily and build their market share. Therefore, mergers and acquisitions 
have increasingly become the most effective way for Chinese enterprises to enter the 
EU market in a short period of time. A case analysis of 172 mergers and acquisitions by 
Chinese enterprises in the EU involving over $ 50 million from 2004 to November in 
2009 [Ling YAO, 2011] shows that the number of mergers and acquisitions involving EU 
enterprises accounted for 13 % of China’s overseas mergers and acquisitions. This number 
is equal to that of North America. The EU has become an important market for Chinese 
enterprises to carry out merger and acquisition projects. Here, significant differences can 
be seen compared with the 1980s when Japanese enterprises entered Europe mainly by 
greenfield investment and by directly building factories in Europe.

Since the European debt crisis broke out, Chinese enterprises have actively started 
merger and acquisition projects in Europe, which were facilitated by considerable decre‑
ases in European assets prices and the desire of many EU member state governments 
to promote employment and boost incomes through foreign investment. According to 
Capital Confidence Barometer released by Ernst & Young in 2011, 42 % of interviewed 
Chinese enterprises that were interviewed hope to grasp opportunities presented by the 
European debt crisis and are thinking about merger and acquisition projects. And nearly 
70 % of the senior managers of the Chinese enterprises interviewed are more focused on 
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opportunities than debt problems in the Euro Zone. Merger and acquisition projects (such 
as those in the financial and mining industries) conducive to improving the upstream and 
downstream industrial chain will be the focus of Chinese enterprises. It is predicted that 
the investment made by the Chinese enterprises in the EU through merger and acquisi‑
tions will continue to increase.

IV. Chinese OFDI in Central and Eastern Europe and in the Western Europe is 
Apparently Different

Generally speaking, China’s direct investment in the Central and Eastern Europe has 
the following features. First, China’s OFDI in Central and Eastern Europe is at an early 
stage. Its total investment volume is small. Although some individual investments by 
large‑scale enterprises take up a larger share, the basic volume is small. Second, China’s 
investment is focused on several major countries such as Poland, Bulgaria, and Hungary. 
In 2010 and 2011, China’s direct investment in these three countries accounted for nearly 
90 % of its total investment in the ten countries of Central and Eastern Europe (Table 2). 
Third, sectors of investment are shifting from transportation and infrastructure (e.g., 
road construction and port building) to various fields such as local production, assem‑
bling, distribution, and logistics. Fourth, the combination of China’s relative advantage in 
technology and human resources and the real need of Central and Eastern Europe have 
created a unique investment landscape that is gradually taking shape, which will mainly 
involve the R&D of communication technology, investment in clean energy, and machi‑
nery manufacturing and processing.

The high performance cost ratio of the labor force is a major reason for Chinese 
enterprises to invest in Central and Eastern Europe. The general labor cost in Central 
and Eastern Europe is significantly lower than that in Western Europe. According to 
statistics released by the International Labor Office, among the ten Central and Eastern 
European countries, Bulgaria and Romania have the lowest labor cost (less than 5 Euros 
per hour per person). In 6 of the remaining 8 countries, the labor cost is around 5–10 Euros 
per person per hour except in Slovenia and Poland, where the labor cost is a relatively 
high 10–15 Euros per person per hour. Even so, the labor cost is much lower than that in 
the Western European developed countries, such as the UK ( 19.32 per person per hour) 
and Germany ( 28.9 per person per hour). But from the market perspective, the Central 
and Eastern European countries, as official EU members, are an indispensible part of the 
larger EU market. Once Chinese enterprises enter Central and Eastern European coun‑
tries, China has entered the large EU market. Therefore, these investments have a sound 
potential for further development.
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TABLE 2.� China’s OFDI to Central and Eastern European countries between 2007–2012 
(Thousands of dollars, %)

Countries 2007 2008 2009 2010 2011 2012
Poland 11750 10700 10370 16740 48660 7500
Latvia –1740 n.a. –3 n.a. n.a. n.a.
Lithuania n.a. n.a. n.a. n.a. n.a. 1000
Hungary 8630 2150 8210 370100 11610 41400
Czech 4970 12790 15600 2110 8840 0
Slovakia n.a. n.a. 260 460 5940 2190
Bulgaria n.a. n.a. –2430 16290 53900 54170
Romania 6800 11980 5290 10840 300 25410
Central and East European ten 
countries in total

30410 37620 37270 416540 129250 131670

Europe 1540430 875790 3352720 6760190 8251080 7035090
Share to the ten countries (%) 1.97 4.30 1.11 6.16 1.57 1.87

Note: n.a – not available; Estonia and Slovenia are not available.

S o u r c e :  China business yearbook, 2008–2013.

TABLE 3.� Labor cost of Central and Eastern Europe countries, 2010

Country Labor cost per hour (Euro)
Bulgaria 2.90
Czech Republic 9.11
Estonia 7.34
Hungary 6.17
Latovia 5.23
Lithuania 5.39
Poland 10.76
Romania 3.84
Slovakia 7.90
Slovenia 14.24
United Kingdom 19.32
Germany 28.90

S o u r c e :  ILO http://www.ilo.org/ilostat/faces/home/statisticaldata/data_by_subject (accessed on 17 April 2013).
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In summary, a high‑quality labor force, low production costs, a friendly investment 
environment, and the favorable geographical position of Central and Eastern Europe are 
all major reasons for China to seek more direct investment opportunities in this region.

The Chinese government strongly supports this kind of investment and it has become 
an important part of China’s economic diplomacy towards Europe. In today’s international 
relations, investment ties are not only an important indicator but also a promoter of bilateral 
diplomatic relations. China hopes to promote the economic growth of the host countries 
and create more jobs for them by constantly increasing its investment in the Central and 
Eastern European countries. China also hopes to have a larger group of people who are 
friendly to China and generally create a more friendly overall atmosphere overseas.

Therefore, the Chinese government attaches increasing importance to investment ties 
and other economic and trade cooperation with Central and Eastern European countries. 
In 2012, China adopted multiple measures to promote concrete cooperation with Central 
and Eastern European countries and further enhance economic diplomacy in this region. 
These measures include encouraging Chinese enterprises to co‑establish an economic and 
high‑tech park in each Central and Eastern European country in the next 5 years, and also 
encouraging and supporting more Chinese enterprises to participate in the construction 
of economic and high‑tech parks in these countries.

Cause Analysis of Significant Increase of Chinese OFDI 
to the EU

I. China’s fast growing economy and large foreign exchange reserves have provided 
a strong basis for OFDI.

The past 30 years haave seen China gain huge dividends under the Reform and Open­
‑door Policy. By 2006, the country’s GDP per capita exceeded $2,000. China, according 
to the Theory of Investment Development Cycle proposed in 1980s by John H Dunning, 
a renowned British economist, has entered phase II of OFDI. Statistics from China’s 
National Bureau of Statistics also show that the country’s GDP per capita in 2012 exce‑
eded $7,000. With the economy’s steady development, China’s OFDI is expected to make 
the transition from Phase III to Phase IV – a net international capital outflow. Therefore, 
Chinese enterprises are likely to see a climax of OFDI to the EU in the coming years.

In addition, the great success of China’s exports has contributed greatly to the rapid 
growth of its foreign exchange reserves. According to statistics from the country’s central 
bank (the People’s Bank of China), foreign exchange reserves reached a record‑breaking 
$3.66 trillion at the end of September 2013, making China as the largest holder of foreign 
exchange in the world. However, China is also in urgent need of increasing its OFDI to 
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resolve the issues caused by such large reserves. Currently, China takes more interest 
in helping Europe out of the crisis through increasing OFDI than in buying its bonds, 
for China believes that increased OFDI will inject fresh energy for the sustainable deve‑
lopment of the European economy.

Certainly, Europe’s sovereign debt crisis has also made European enterprises more 
price competitive, creating favorable opportunities for overseas investors including China. 
And the close flow of trade between China and the EU has led to each seeing the other as 
an important economic and trading partner. By far, China is the biggest EU export desti‑
nation and 2nd biggest source of imports, with total bilateral trade amounting to 14.1% of 
China’s gross trade. Over the past decade and more, this bilateral trade has soared from 
€72.26 billion in 1999 to a quintupled €433.85 billion in 2012, according to statistics from 
the EU. Import and export volume has grown from €19.6 billion and €52.6 billion in 1999 
to €143.86 billion and €289.99 billion, respectively. Both sides have benefited greatly from 
the close flow of trade.

Under the framework of global labor division in new industries, the fast growing flow 
of trade between China and the EU countries will undoubtedly influence China’s OFDI 
to the region, for it dramatically increases the eagerness of Chinese enterprises to directly 
enter the EU market for economic and trade activities.

Chinese enterprises are also in demand by Europe’s advanced technologies and market. 
China has been accelerating its pace in implementing the “Go Global” strategy since the 
breakout of the global financial crisis, resulting in a transition of its OFDI from the initial 
“resource‑seeking” to “market‑seeking”, “efficiency‑seeking”, “innovation seeking” etc. 
Some large overseas investment enterprises of China have even set their top priorities as 
obtaining advanced technologies, and adopting ideas and management styles when under‑
taking OFDI, which further increases the proportion of technology and management
‑oriented foreign investments in China’s gross overseas investments.

China has been constantly faced with difficulties in obtaining state‑of‑the‑art tech‑
nologies in its inward FDI because when developed countries make direct investments 
in developing countries, they tend to transfer technologies that are mature, standardized 
or even close to obsolescence to the developing countries. The monopoly of developed 
countries in high‑tech industries hence cannot be challenged. In this regard, the best way 
for Chinese enterprises to resolve the issue is to directly enter developed markets through 
OFDI. Through M&A, cooperation or R&D centers, Chinese enterprises can thus take 
full advantage of the favorable investment environment and high quality talents of the 
host countries, learn, digest and absorb high technologies (for instance, TCL, a Chinese 
electronics company, has obtained over 30,000 patents in the traditional color TV industry 
through restructuring Thomson CA, a French company) and make further breakthroughs 
and innovations.

Without doubt the EU, as a union of some of the world’s most important economies, 
is endowed with a variety of advantages including advanced science, technology and 
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management experience, a mature market system, abundant R&D expenditures, high 
quality labor, a modern corporate philosophy and strong market demand, all of which 
meet the basic requirements for Chinese enterprises to invest and develop. For this reason, 
enlarging OFDI to the EU is a development imperative for Chinese enterprises.

OFDI will also meet the consumer demand from China’s fast growing middle class. 
According to UN statistics, the size of the “global middle class” will increase from 1.8 
billion in 2010 to 3.2 billion in 2020 in 10 years. Asia’s middle‑class population is also 
expected to experience explosive growth, rising from 500 million in 2010 to 1.75 billion 
in 2020, 1/3 of whom will be from China.

To meet this huge demand from the domestic middle class, Chinese enterprises pay 
special attention to acquisition of local brands, which not only provides competitive dif‑
ferentiation advantages over domestic peers, but also enable them to compete in high‑end 
markets which have long been dominated by Western counterparts. OFDI has contributed 
greatly to boosting the global visibility of Chinese enterprises and impacting the domestic 
market in a positive manner. The Rhodium Group, in its report China Invests in Europe, 
has noted that “Chinese enterprises are taking increasing advantages of the Eurozone crisis 
to acquire companies and renowned brands in Europe at cheap prices.”

Consistent with this objective, a survey by China Council for the Promotion of Inter‑
national Trade (CCPIT) in 2011 found that among all Chinese enterprises investing in EU 
countries between 2009 to 2011, enterprises which took the highest proportion (28 %) were 
the ones that acquired international brands as their investment objective. That precetnage 
was well above those enterprises whose investments were to acquire advanced technolo‑
gies and management experiences (21%), avoid overseas trade barrier (19 %), and supply 
energy, raw materials, and natural resources for the domestic market (14 %).

More OFDI will also minimize China‑EU bilateral trade frictions. At present, the daily 
trade volume between China and the EU has reached $1.5 billion. However, since the bre‑
akout of the global financial crisis, China‑EU bilateral trade friction, with anti‑dumping 
and anti‑subsidy (“Double Antis”) investigations as manifestations, accounts for a high 
proportion of all EU’s foreign trade disputes. What’s more, a broad range of products 
(from such labor intensive products as lighters, tiles, wheels and bicycles to such high‑end 
products as PV products in recent years) and huge amounts of money are involved in these 
disputes. In September 2012, EU ProSun, a union composed of 25 European solar panel 
manufactures, filed a complaint with the European Commission seeking an anti‑subsidy 
investigation into Chinese PV products, which involves over €20 billion, thousands of 
Chinese enterprises, and more than 400 thousand jobs.

Frequent China‑EU trade friction will pose even more obstacles and challenges if 
China adheres to its traditional way of export trading. It is therefore necessary for Chinese 
enterprises to enter the global market through OFDI to EU countries, and thereby accele‑
rate localization in R&D, manufacturing, management, marketing, and personnel. In the 
meantime, under the laws and regulations concerning free flow of goods with the EU, 
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enterprises should provide products in accordance with European standards that meet 
the various needs of European consumers, enhance management and control over sales 
channels, and offer comprehensive after‑sales services. Increasing OFDI to the EU, in the 
eyes of Chinese enterprises, serves not only as an important way of expanding brand and 
market, but also as an effective method of reducing China‑EU trade friction.

Last but least, China is confident in the future of Europe. Europe has always been 
a place of good impression to Chinese people, who believe with its strong economic base 
and technological advantages, can tackle temporary difficulties. Europe remains in a good 
economic condition and the EU is an attractive place for investment. As a Chinese proverb 
says, “a lean camel is bigger than a horse”, so too, Europe is still too big to fail.

The Chinese people believe that Europe, with its abundant resources, will eventually 
overcome temporary difficulties and remains a strong pillar for a stable global economy. 
An increasing number of Chinese enterprises have shown their trust in the European 
economy by making investments, which are truly conducive to calming the market and 
restructuring the economy.

Challenges Facing China’s OFDI to the EU and Reasons Behind

I. Challenges from European side
One challenge to OFDI is that the EU lacks political foresight concerning important 

strategic decisions. After the global financial crisis, a group of developing countries repre‑
sented by China are emerging in the international economic landscape. Faced with this 
historic development, the EU should positively cooperate with those emerging economies 
as a complex international organization of 28 members to promote structural optimization 
and sustainable development with flourishing emerging economies. However, the fact is 
that EU leaders orally stress the significance of developing relations with emerging eco‑
nomies like China but lack effective strategies for doing so.

Another obstacle is that some people and enterprises within the EU misunderstan‑
ding, and doubt, the reasons for China’s OFDI. On the one hand, it is generally believed 
in Europe that in 20 years China’s economy will be the leading global economy. Many EU 
enterprises think highly of China and regard China’s development as an opportunity to 
strengthen cooperation with China and seek common development.

On the other hand, there is the fear that China is purchasing Europe through direct 
investment, which leads to the panic among European people. Vulnerable and unem‑
ployed people, as well as small and medium‑sized enterprises with low technical content, 
are particularly vulnerable to this fear. They do not realize that jobs are created and taxes 
paid when China’s enterprises invest and build plants in Europe.
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EU member states might hold four different views on the problem of trade friction 
with China. (Figure 1)

FIGURE 1.� �Possible attitude of the EU member states to China on the bilateral trade 
disputes

S o u r c e :  Fox Godement [2009, p. 4].

The first group consists of is self‑centered industrial states like the Czech Republic, 
Poland, and Germany. These nations tend to pressure China by supporting protectionism 
and oppose China’s trade barriers.

The second group advocates free trade, and is represented by Finland, Sweden, Den‑
mark and the UK. Members of this group press China politically to lessen trade barriers. 
They seek to benefit from China’s economic development but are concenred by China’s 
potential economic power.

Another group are followers in the EU. They do not treat China as an important nation 
for foreign relations, and would like to follow the existing policy of EU towards China.

Generally speaking, opinions towards Chinese OFDI vary among common European 
people. Those who know China and have connections with that country or are interested 
in China mainly support OFDI. People who know little about China, other than what they 
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learn through local media, often fear a negative impact of China’s investment on their 
employment -especially on the unemployed.

Attitudes among European enterprises towards China’s OFDI also differ. Countries 
like Austria, Germany, and Switzerland welcome China’s investment. This is because after 
the global financial crisis, some European enterprises lost financial support due to a cre‑
dit tightening by European banks. Promising small and medium- sized enterprises with 
distinctive technologies and products from Austria, Germany, Switzerland etc. welcome 
investment from China, which can bring capital and market share that may help them 
develop and go global.

By contrast, some southern European countries (e.g., Greece, Portugal, Spain, Italy etc.) 
have failed to establish an internationally competitive industrial structure, used cheap 
loans and subsidies from the EU to overinvest in real estate after joining the Euro Zone. 
The fact that the global financial crisis hit them hard is due to their own mistakes. Emer‑
ging markets, such as China, should not be regarded as a scapegoat.

In addition, from the perspective of investment scale, China’s direct investment in 
the EU, though surging from  0.1 billion to  3.2 billion from 2009 to 2011, is still far less 
than America’s, which is about  114.8 billion.6 So viewed, European media reports about 
China’s acquisition of European economy are groundless. There is no need to be afraid 
of capital from China. It is not the first time that Europe has such a fear. For example, 
in the 1970s and 1980s, German media were worried about Japan’s capital acquisitions. 
Austrian media also warned the public about acquisitions by Middle Eastern countries 
and Russia’s Country Fund.

In addition to these obstacles, international investment protectionism is rising, as mani‑
fested by the following factors. To begin with, the number of newly signed BITs continues 
to decline. By the end of 2012, the IIA regime consisted of 3,196 agreements, which 
included 2,857 BITs and 339 “other IIAs”, such as integration or cooperation agreements 
with an investment dimension. That year saw the conclusion of 30 IIAs (20 BITs and 10 
“other IIAs”). The 20 BITs signed in 2012 represent the lowest annual number of concluded 
treaties in a quarter century.7

Apart from that, many EU countries have strengthened examination and supervision 
on the inflow of foreign capital while actively introducing OFDI to facilitate economic 
recovery. According to World Investment Report 2013, 86 policies were adopted by 53 
economies regarding foreign investment in 2012. Increasingly, countries have taken actions 
aiming at investment protection such as implementing industrial policy, reinforcing 
supervision, and watching cross‑border M&A closely, which increases the risk of OFDI. 
Additionally, the UNCTAD’s World Investment Report 2013 observed that over 2000 
disclosed cases of cross‑border M&A were canceled, totaling $ 1.8 trillion and accounting 
for 15 % of global cross‑border M&A flows.

Another manifestation of international investment protectionism are the growing 
number of investment barriers impsoed by EU member states. In recent years, some EU 
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members have subjected M&A cases in key industries to their national security review 
mechanisms. For instance, in the spring of 2009, Germany issued a revised foreign trade 
act. The act authorizes the BMWI to verify foreign investors regarding national security 
and public order, and to terminate cases posing threats to national security.

In addition to national security verification for foreign investors, EU member states, 
based on their respective national conditions, have set investment restrictions in relevant 
area (Table 4). For example, France requires that foreign investment in banking and 
insurance should be approved by regulators. Several industries are not open to foreign 
investment including atomic energy, coal mining, and rail transport. In Germany, foreign 
investment is prohibited in particular industries, including inland waterway, employ‑
ment, employment service and the lottery, which should be under the management of 
the German government.

TABLE 4.� Restrictive measures on FDI taken by some EU member states

Member states
of the EU Laws and Regulations Target

France Bill No.1343 (2004), Decree No.1739 (2005) Public order
Public security
National defense

Germany German Foreign Trade Law (2009) Public order
Public security

Netherlands Fiscal Supervision Law(2006) Competition
Financial market supervision

The UK Corporation Law(2009) Public interests (national security, 
media diversity, stability of 
financial system)
Restriction on sensitive 
technology

S o u r c e :  modified from Gao [2008, p. 8] and Kern [2008, pp. 34–38].

II. Challenge from Chinese enterprises
Challenges to OFDI also emanate from China. One such challenge is the overall 

competitiveness of Chinese enterprises, which has yet to be improved. Because of the 
short history of market‑oriented economy in China, enterprises are relatively weak com‑
petitors. Compared with many Western corporations, Chinese enterprises still have 
a long way to go in developing better technology R&D, operating management skills, 
marketing, and other needed talents. Some large and medium Chinese enterprises also 
lack core competitiveness, in that they do not feature their own world‑leading technolo‑
gies and products or adequately protect intellectual property rights, resource and energy 
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development, industrial design and brands. In addition, Chinese enterprises have often 
started late in “going global”. Therefore, their experiences in overseas operations are 
inadequate, characterized by a lack of effectiveness in response to changing international 
market, market rules, and diversified cultures. One reason for these deficiencies is a lack 
of adequate human capitla that understands transnational management enjoys good 
command of multiple languages.

Chinese enterprises also lack sufficient risk awareness of investment in the EU. Some 
Chinese enterprises are surprised by social risks and high investment costs because they 
lack knowledge of the investment environment. The EU comprises 28 member states that 
contain a diversity of ethnic groups, cultures, laws, and customs, which make investment 
complicated. Chinese enterprises are particularly unacquainted with the laws and regu‑
lations of Central and East European countries in transformation, which have developed 
complex procedures to apply for licenses regarding environmental protection, construction, 
manufacture etc. The complexity of these investment environments is outside the Chinese 
experience, and beyond their expectations.

Conclusion

China’s OFDI in the EU has been increasing more and more rapidly since the global 
financial crisis. This reflects, on the one hand, China’s demand that Chinese enterprises 
take strategic action overseas in the context of structural transformation of the eco‑
nomy to promote their added value in terms of product innovation, brand and customer 
resources. On the other hand, it reflects the urgent need of some EU countries stuck in 
the European debt crisis for foreign capital inflow that may help them recover from the 
economic recession and create job opportunities. Therefore, China’s direct investment to 
EU countries is a win‑win for both parties.

For that reason, European and Chinese leaders should focus on the future of the 
bilateral relationship and work out a complete strategy for the long‑run development 
and concrete implementation of steps under the new situation to promote the economic 
cooperation between Europe and China, including investment cooperation.

Economic fundamentals tell us that a country’s OFDI is in direct proportion to its 
economic strength. It is predicable that with China’s economy being stronger, the scale of 
China’s OFDI will be greater in the coming period. However, since Chinese enterprises are 
really new comers of OFDI in the world, they are far from being mature and successful 
players. Over time, they need not only capital, but also an organic combination of intan‑
gible elements regarding economy, society, and culture etc.
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Notes

1  UNCTAD. World Investment Report 2013.p. xiii.
2  China Daily 10/30/2013 p. 8.
3  China Daily 10/30/2013 p. 8.
4  Eurostat.
5  UNCTAD. World Investment Report 2013, p. xix.
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Abstract

The aim of this research is to asses the hypothesis that foreign direct investment (FDI) 
and international trade have had a positive impact on innovation in one of the most signi‑
ficant economies in the world, the United States (U.S.). To do so, the author used annual 
data from 1995 to 2010 to build a set of econometric models. In each model, 11 in total) the 
number of patent applications by U.S. residents is regressed on inward FDI stock, exports 
and imports of the economy as a collective, and in each of the 10 SITC groups separately.

Although the topic of FDI is widely covered in the literature, there are still disagreements 
when it comes to the impact of foreign direct investment on the host economy [McGrattan, 
2011]. To partially address this gap, this research approaches the host economy not only as 
an aggregate, but also as a sum of its components (i.e., SITC groups), which to the know‑
ledge of this author has not yet been done on the innovation‑FDI‑trade plane, especially 
for the U.S.

Unfortunately, the study suffers from the lack of available data. For example, the number 
of patents and other used variables is reported in the aggregate and not for each SITC groups 
(e.g., trade). As a result, our conclusions regarding exports and imports in a specific SITC 
category (and the total) impact innovation in the U.S. is reported in the aggregate.

General notions found in the literature are first shown and discussed. Second, the dyna‑
mics of innovation, trade and inward FDI stock in the U.S. are presented. Third, the main 
portion of the work, i.e. the econometric study, takes place, leading to several policy appli‑
cations and conclusions.

Keywords: FDI, innovation, foreign trade
JEL: F21, O30
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Topic Overview

International trade has existed since nations were conceived, and the concept of FDI 
as a valid contributor to economic development traces back to at least 2500 B.C. [Lipsey, 
2001]. This study looks at the years 1995 to 2010 in the U.S., which is encompasses two 
rallies and two harmful recessions.

Branstetter [2004] has oserved that trade and FDI impact domestic innovation via spil‑
lovers, noting that “recent empirical work has examined the extent to which international 
trade fosters international ‘spillovers’ of technological information... with... FDI... as 
an alternative, potentially equally important channel for the mediation of such knowledge 
spillovers.”

Vahter2, consistent with other researchers [e.g., Nunnenkamp, 2002], states that “the 
larger is the technology gap of domestic firms the lower is the possibility of spillovers” 
[2010]. This becomes clear upon considering that that in order for the spillover to take 
place there needs to be some infrastructure already in place, i.e., “pre‑conditions” [Nun‑
nenkamp, 2002]. It is crucial to recognize that the U.S. is a special case, as a vast number 
of investors and traders coming from abroad are less developed economies. For example, 
as of 2011 (according to WIPO3) in the number of patents, or patents per GDP, the U.S. 
is surpassed only by China. Remembering that, it is important to understand that U.S. 
does not have a monopoly on innovation and can learn from countries generally less 
developed but having a core competency that the U.S. lacks.

In general4, it is hard to understate the benefits (e.g., on economic growth) flowing 
from trade. Exports not only facilitate new markets, but may also lead to resource and 
process expansions. With imports come new competition, new goods and new practices 
that benefit domestic customers by adding consumption diversity and forcing domestic 
firms to become more competitive, be it on quality or on price. In short, “trade exposes 
domestic firms to the best practices of foreign firms and to the demands of discerning 
customers, encouraging greater efficiency” [Schneider, 2005] that is achieved via some 
form of innovation, be it through product, or process, or both.

The impact of trade on innovation can be divided according to the direction of trade. 
On the export side, Branstetter [2004] talks about “learning‑by‑exporting” by which 
domestic firms, via the channel of exports, interact with foreign economies that may 
be more advanced as a whole and highly specialized in the goods and services being 
traded. Regarding imports, Schneider states that “high‑technology imports are relevant 
in explaining domestic innovation both in developed and developing countries” [2005] 
as, e.g., “imported manufactured goods can serve as channels of knowledge spillovers” 
[Branstetter, 2004].

Moving to FDI, Nunnenkamp states that it is “considered a powerful mechanism to 
transfer technology and know‑how to host countries” [2002]. As for its impact, it is said 
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that FDI “can benefit innovation activity in the host country via spillover channels such as 
reverse engineering, skilled labor turnovers, demonstration effects, and supplier‑customer 
relationships” [Cheung, Lin, 2003].

Given these dynamics, two questions arise. One question is why, from an innovation 
point of view, do less developed economies invest in the U.S.? An answer is suggested 
in the results of Pottelsberghe de la Potterie and Lichtenberg, which describe the FDI as 
“tak[ing] on the characteristics of a ‘Trojan horse’; [as] they are intended more to take 
advantage of the technology base of the host countries than to diffuse the technological 
advantage originating in the home country. This ‘technology boomerang’ feature emerged 
mainly during the eighties” [2000].

The second question is – if the U.S. as a host is more developed than the home economy, 
why should inward FDI have an impact on the home economy’s innovation capacity? 
The work of Cheung and Lin suggest an answer; that is, the “positive effect of FDI on the 
number of domestic patent applications in China” [2003], a country that has a higher 
number of patents (and patents per GDP) than the U.S. This finding further supports the 
notion that generally better developed economies can still seek and obtain innovation 
benefits from less developed investors.

Innovation, International Trade, U.S. National Innovation 
System and Foreign Direct Investment in the U.S.

This section analyzes the recent trends in patent applications, U.S. foreign trade as 
well as FDI stock in the U.S.

As appears in the graph above, the U.S. has enjoyed an increasing number of patent 
applications (Graph 1) with only three notable slowdowns over the examined years: in 1996, 
in 2004 (albeit slight), and a two‑year dip from 2008 to 2009. Since the last slowdown 
coincides with the recent recession, it is unlikely that economic hardship is responsible 
for this or previous slowdowns. This is truer as the dot‑com recession that took place at 
the turn of the millennium is not reflected in the series. Overall, the number of patent 
applications has increased from 123,962 (1995) to 241,977 (2005).
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Graph 1.� U.S. Patent applications by residents (left‑hand axis: number of patents)

S o u r c e :  Author’s own presentation of data from the World Bank.

Graph 2.� U.S. exports, imports and trade deficit (left‑hand axis: USD)

S o u r c e :  Author’s own presentation of data from UN Comtrade.

Both U.S. exports and imports (Graph 2) enjoyed an increase from 1995 (578 bil‑
lion, $ 769 billion respectively) to 2010 ($ 1,259 billion, $ 1,954 billion). Both series saw 
a decline at the start of the 21st century, increasing thereafter to their maximum values in 
2008 after which a one‑year steep decline (attributed to significantly worsening economic 
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conditions in the world) took place, which benefitted the U.S. economy by decreasing its 
trade deficit (2009).

Looking at exports by SITC classification, U.S. exports are heavily concentrated in the 
Machinery and Transport Equipment (X7) category, with the Beverages and Tobacco and 
Animal and Vegetable Oil and Fats (X1 and X4) groups being the least exported. All but 
the latter two show a significant increase starting around 2000. Generally, this growth was 
highest in the 2007–2008 period – Commodities and transaction not classified according 
to kind (X9) group being the exception as it enjoyed its highest growth rate starting in 
2008. All export components saw an increase in 2010. Similar, if not identical, trends are 
seen when looking at U.S. imports according to SITC classification.

Figure 1.� U.S. National Innovation System

S o u r c e :  Author’s own graphic.

The U.S. National Innovation System (NIS, Figure 1) is considered to be one of the 
best in the world.5 Though the main topic of this work, it is a vital component (via the 
“R&D expenditures” explanatory variable) of models used in later sections. In general, 
U.S. NIS can be divided into three components: one, the U.S. government, two, the inter‑
mediate, or the connecting component, and three, R&D. The first level consists of the main 
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decision‑makers (i.e., the House of Representatives, the U.S. Senate and the President) as 
well as other policymakers (e.g., the U.S. Federal Reserve). The intermediate (connecting) 
component of the system is comprised of cooperating agents, e.g., U.S. banking policy 
allows for budget planning by private businesses that work together with the education 
system. The last level of the system is where R&D activities take place.

Noteworthy is the fact that the U.S. NIS is presented here as trickle‑down system 
whereas, in fact, communication is a two‑way via feedback. In addition, to enhance clarity 
not all connections are shown. Part of a good NIS is a high level of cooperation and com‑
munication. Therefore, each of the elements shown is interconnected with all the rest.

It is important to note at this point that this work does not separate between businesses, 
universities, and think tank‑derived patents as there is no data that would allow for such 
a distinction. Also, military R&D is excluded from this work because it is highly unlikely 
that inward foreign direct investments and trade have an impact on the level of innovation 
seen in the U.S. military – which is a highly internalized organization.

Graph 3.� U.S. inward FDI stock (left‑hand axis: U.S. Dollars, USD, at current prices and 
current exchange rates in millions, M)

S o u r c e :  Author’s own presentation of data from UNCTAD.

Inward FDI stock in the U.S. has been very volatile over the examined period. It reached 
peaks in 1999 ($ 2.8 million), 2007 ($ 3.55 million) and 2010 ($ 3.4 million) with dips 
in 2002 ($ 2.02 million) and 2008 ($ 2.5 million). The series is greatly impacted by the 
economic health of the U.S. (which determines its investment attractiveness) and of the 
world (which determines the ability of foreign economies to make investments).
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Foreign Direct Investment, International Trade – SITC Models 
of Innovation in the U.S.

In this part of our analysis, an econometric study is conducted for 1995 to 2010 period. 
The aim of that study is to examine how international trade and inward FDI impact inno‑
vation in the U.S., in addition to two staple determinants of innovation – that is, R&D 
intensity and the stock of human capital, both of which are expected to be positively 
correlated with the dependent variable [Schneider, 2005].

A proxy for innovation is its output component; that is, the number of patent appli‑
cations by resident [Narula, Wakelin, 1997].6 Data was obtained from the World Bank’s 
World Development Indicators database.

Two variables have been collected to represent the concept of human capital; namely, 
labor force (total, LFT)7 and labor force participation rate (percentage of total population 
ages 15 plus, LFP)8. Data for both has been extracted from the World Bank’s World Deve‑
lopment Indicators database. After examining the two, a decision was made to use the labor 
force participation rate.9 The decision is based on the fact that when it has been introduced 
into the models in place of the LFT, the adjusted R‑squared has increased significantly.10 
This impact was unexpected as the Pearson correlation coefficient11 for the labor force 
participation rate (–0.890) is smaller than the coefficient for the labor force expressed as 
a total (0.978); both coefficients are highly statistically significant (p‑values < 0.000). R&D 
intensity is represented by research and development expenditure (percentage of GDP)12, 
obtained from data from the World Development Indicators database. Data on inward FDI 
stock (U.S. Dollars, USD, at current prices and current exchange rates in millions, M)13 
comes from UNCTAD’s UNCTADSTAT database14.Finally, U.S. exports and imports are 
represented according to SITC classification15 by their relative totals. Data for these trade 
variables has been collected from UN Comtrade16 and is presented in USD.

Table 1.� Hypotheses assigned to used independent variables

Independent Variable Null Hypothesis Alternative Hypothesis
Labor force participation rate H0 : βLFP = 0 H0 : βLFP ≠ 0
R&D expenditures H0 : βRDSPEND< 0 H0 : βRDSPEND> 0
Inward FDI stock H0 : βIFDI< 0 H0 : βIFDI> 0
Export H0 : βX< 0 H0 : βX> 0
Import H0 : βM< 0 H0 : βM> 0

S o u r c e :  Author’s own table.
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Using the economic variables presented above, the structural equation for all the 
models has been created (Equation 1).

Equation 1

S o u r c e :  Author’s own equation.

Here, PATENT is the dependent variable (i.e., the number of patent applications by 
residents), LFP represents the labor force participation rate, RDSPEND means R&D 
expenditures, IFDI stands for inward FDI stock in the U.S. and X and M represent export 
and import components, respectively, of U.S. trade with ε being the error term. Subscript 
t represents the year and subscript n is assigned to trade variables that represents the SITC 
classification (0, 1... 9, T – total). Coefficients of these time‑series models are calculated 
with the Ordinary Least Squares method. Overall there are 11 models.

Each of the models is evaluated based on the statistical significance of each of its com‑
ponents (i.e. explanatory variables), value of R‑squared and Prob.(F‑statistic). In addition, 
every model is tested for the presence of autocorrelation in its residuals (via the Breusch
‑Godfrey Serial Correlation LM test with H0: No Autocorrelation) and their normal 
distribution (via the Jarque‑Bera statistic with H0: Normal Distribution). In terms of the 
strictness of each test, the ideal level of significance is 5 % with 10 % also being accepta‑
ble.

Statistically, for each model (Appendix 1), all R‑squared values are very high (min. value 
of 0.9273) and all Prob.(F‑stat.) are equal to 0.000. Regarding the presence of the autocor‑
relation, the Prob.F. of the test has been greater than the required 0.05 value. The smallest 
value, 0.1005, is associated with the residuals of the SITC 3 model. The decision to fail to 
reject the null hypothesis of no autocorrelation in this case is supported by the value of 
Durbin‑Watson statistic that is equal to 2.039 – which is very close to its ideal value of 2.00. 
In the SITC 0 model, the problem of autocorrelation has been detected (Prob.F. = 0.0663) 
and then mended (Prob.F. = 0.3849) by introduction of PATENTt–1 as an explanatory 
variable (its p‑value = 0.0022, further justifying the procedure). The coefficients in the 
models were then adjusted by dividing them by one minus the value of the coefficient of 
PATENTt–1. Residuals for all the models have a normal distribution.

Unfortunately, some models exhibit signs of multicolinearity17; that is, high R‑squared 
and high p‑values of coefficients of the explanatory variables used. The model for the SITC 
7 group is a prime example of that. The only solution for future research is to obtain more 
observations, i.e., extend the time frame or shift to e.g. quarterly data, which at this point 
is too short to add more explanatory variables.

Shifting the attention to individual explanatory factors, coefficients of labor force 
participation are negative for all models (which is in line with the Pearson correlation 
coefficient, –0.890, p‑value < 0.000) and statistically insignificant for SITC 0, 1, 5, 7 and 8. 
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The negative sign is surprising. One possible reason for this is that two series – LFP and 
the number of patents – diverge with time, with the former decreasing. This is especially 
evident in the recent crisis.

The coefficient of spending on R&D is positive in all models and significant for SITC 
3, 5 (at 10 %), 6 and 8 only. An explanation for the lack of significance can be hypothesized 
as emanating from the “innovation intensity” in each group. E.g. SITC 1 (Food and live 
animals) vs. SITC 5 (Chemicals).

Coefficients for inward FDI stock are statistically significant only in SITC models 4 
and 5 (at 10 %), and positive for all but SITC 6 and 8. These results are not unexpected 
given the fact that the U.S. is a highly developed economy with immense innovation out‑
put, and therefore gains little, if anything, from investments coming from less developed 
countries. Against the validity of these results are those obtained by Keller and Yeaple in 
their 2009 publication, as quoted by Keller [2009]. There, the authors find “robust and 
statistically significant evidence for technology spillovers [that are expected to impact the 
innovation pattern] resulting from horizontal FDI... [and that they are]... concentrated in 
high‑technology sectors” [Keller, 2009]. This difference is fully acceptable for two reasons. 
One, the quoted study was done on a firm‑level; hence, the results on a macro level can 
differ as they incorporate the input of the entire economy. Two, the study was conducted 
over a distant (and much different) technology period from 1987 to 1996.

The international trade of the U.S. plays a very limited role as explanatory variables, 
by virtue of the very small magnitudes of their coefficients. In general, positive changes 
in exports impact the number of patents negatively, but are statistically significantly only 
for STIC 1, 3, 5 and 6. Regarding imports, an increase in the dollar value of goods to the 
U.S. do have a positive result is expected to have a positive (all models) and statistically 
significant (all but SITC 2, 4 and 7) impact. These results are in line with the literature 
on the topic, e.g., Keller and Yeaple [2003], who state that “[t]here is also some evidence 
from import‑related spillovers, but it is weaker than for FDI.”As a side note, it would be 
very interesting explore what import channels impact U.S. innovation, as it is highly 
unlikely that the U.S. imports goods from less developed countries for the purpose of 
reverse engineering.

Lastly, in the model that looks at total values of export and import activity of the U.S., 
all but the coefficient of inward FDI stock is statistically significant. Labor force partici‑
pation and exports have coefficients with a negative sign.
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Applications for Economic Policy, Especially Innovation and 
Trade Policies

An analysis of these results (keeping in mind their limitations), permit several recom‑
mendations. The first two are to invert the downward LFR trend and continue strong R&D 
funding. A Third recommendation is, from the innovation development point of view, 
to limit resources devoted to inward FDI promotion, as it is statistically insignificant, 
resembling (in that regard) the UK, where the magnitudes are “so modest that the costs of 
the UK’s FDI promotion policy plausibly exceed the benefits” [Branstetter, 2004]. Lastly, 
imports are important in determining patent patterns and, as a result, policy makers 
should encourage imports especially from economies from which the U.S. can learn how 
to do things (i.e. products, tasks and processes) better.

Conclusions

This work analyzed the dynamics of U.S. international trade and the amount of inward 
FDI stock. It then, with the help of two other determinants of innovation, attempted to see 
how they collectively impact innovation in the U.S. From a trade perspective, the study 
has been conducted on the U.S. as an aggregate, and by disaggregating its trade according 
to the SITC classification.

The study suffers from some limitations, which are all derivatives of the lack of data. 
Still, this work serves as a starting point for further research and does permit several 
conclusions.

The concept that trade and FDI impact innovation has been present in the literature 
on both of those topics and their importance is rarely questioned – although same cannot 
be said for the magnitudes of those impacts. Usually, the idea is that the less advanced 
economy (host) learns from the more advanced one through such channels as technology 
or know‑how transfers. This work reversed that order by examining what happens when 
one of the biggest and most innovative economies, the U.S., is the host.

The first conclusion is that as much as the number of patent application by residents 
does appear to be slightly impacted by the economic condition of the U.S. (e.g. the recent 
recession), still the series exhibits a very strong increasing trend. Economic downturns 
have a greater impact on trade and inward FDI stock, but still provide an overall benefit 
to the U.S. economy by decreasing its trade deficit.

Looking at SITC categories, aggregate levels of inward FDI generally do not play 
a statistically significant role in determining the aggregate level of innovation. When it 
comes to trade, U.S. exports impact the dependent variable negatively and are statistically 
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significant in only half of SITC categories. U.S. imports have a positive and statistically 
significant impact in seven SITC categories. Similar inferences are drawn from an ana‑
lysis of the aggregate model that looks at total values of U.S. exports and imports. These 
results show that foreign investments into the U.S. are geared to helping investors learn, 
not the host. Still, a positive sign of imports can be explained by the fact that as much as 
the U.S. as a collective is very innovative, it is not, and cannot be, a leader in each and 
every product or process. As a result, it is likely that the U.S. does engage in learning from 
imports from other, generally less developed, economies that have comparative advantages 
as compared to the U.S.

Overall, taking under consideration the statistically insignificant coefficients of the 
FDI and, more generally, U.S. exports – despite encouraging coefficients assigned to 
U.S. imports, the work fails to confirm the hypothesis that foreign direct investment and 
international trade have had a positive impact on U.S. innovation. This may be attributed 
to the fact that the inward FDI enjoyed by the U.S. generally comes from less‑developed 
(innovative) economies, and as much as the U.S. may benefit by learning from those 
investments, it  is hypothesized that such learning is on a small scale and is limited to 
case‑specific instances.

Finally, this work identifies several areas for further study. Given that trade is at least 
somewhat connected to the level of innovation in the U.S., the first recommendation 
for additional study is to separate the main hypothesis stated in this work into its two 
components, FDI and trade, and see how those two, accompanied by other independent 
variables, impact the dependent variable separately. Secondly, there is the issue of LFT vs. 
LFP. Is there another explanation than the one given earlier in this work for the negative 
sign of the coefficient of the LFP variable? Perhaps a different way of introducing labor 
force into the model should be explored? The third potential area of further interest is the 
negative sign of the export coefficient. Fourth – to copy this study but use data, if availa‑
ble,18 for each SITC category only (e.g., how inward FDI and trade in SITC 1 impact the 
number of patent applications in the SITC 1 or least build a model based on panel data). 
Also, it would be advantageous, data permitting, to separate business, university, and think 
tank contributions to the field of innovation in the U.S., and then repeat this study on 
each of these groups separately. This would allow the researcher(s) to test the hypothesis 
that the business sector is chiefly impacted by inward FDI and trade, while the latter two 
sectors experience very little (or no) impact. Lastly, a substitute for R&D spending and 
labor force‑related variables with a longer series would allow for an aggregate approach 
to the topic (all other variables have data available from 1980).
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Notes

1  Mr. T. Napiórkowski is a recipient of the “Stypendia – dla nauki, dla rozwoju, dla Mazowsza” scho‑
larship conducted by the Warsaw School of Economics and financed by the European Union (European 
Social Fund).

2  The WHO performs an interesting review of the literature on spillovers [Vahter, 2010].
3  http://www.wipo.int/export/sites/www/ipstats/en/wipi/pdf/941_2012_stat_tables.pdf
4  Mostly for developing countries, but keeping in mind the previous paragraph can also be applied 

to the U.S.
5  This by no means suggests that it is ideal, as there are many areas in which the system can be impro‑

ved, such as, the delay in processing of patents from application to issuance, which is currently close to 
35 months (White House: http://www.whitehouse.gov/innovation/strategy/executive‑summary).

6  Defined by the World Bank as a “worldwide patent applications filed through the Patent Coope‑
ration Treaty procedure or with a national patent office for exclusive rights for an invention – a product 
or process that provides a new way of doing something or offers a new technical solution to a problem. 
A patent provides protection for the invention to the owner or the patent for a limited period, generally 
20 years.” (http://data.worldbank.org/indicator/IP.PAT.RESD)

7  Defined by the World Bank as “people ages 15 and older who meet the International Labour Orga‑
nization definition of the economically active population: all people who supply labor for the production 
of goods and services during a specified period. It includes both the employed and the unemployed. While 
national practices vary in the treatment of such groups as the armed forces and seasonal or part‑time 
workers, in general the labor force includes the armed forces, the unemployed, and first‑time job‑seekers, 
but excludes homemakers and other unpaid caregivers and workers in the informal sector.” (http://data.
worldbank.org/indicator/SL.TLF.TOTL.IN)

8  Defined by the World Bank as: “the proportion of the population ages 15 and older that is economi‑
cally active: all people who supply labor for the production of goods and services during a specific period.” 
(http://data.worldbank.org/indicator/SL.TLF.CACT.ZS/countries/1W?display=graph)

9  Although in the literature there is talk of labor force stock, it seems that the amount of stock active 
in the economy should be used. In particular, if an economy has a high LFT but low LFP (say 10 %), then 
it is highly unlikely that this economy will be innovation intensive. Admittedly, an economy with high 
LFP cannot be said to be more innovative, but there is a higher chance of that happening.

10  LFT generally has proven to worsen the explanatory power of the group of independent variables 
used by, for example, intensifying the problem of multicolinearity and rendering all other coefficients 
statistically insignificant. Results of models with LFT are presented in Appendix 2.

11  The full table of correlation coefficients between the dependent variable and the examined inde‑
pendent variables is attached in Appendix 3.

12  Defined by the World Bank as: “current and capital expenditures (both public and private) on cre‑
ative work undertaken systematically to increase knowledge, including knowledge of humanity, culture, 
and society, and the use of knowledge for new applications. R&D covers basic research, applied research, 
and experimental development.” (http://data.worldbank.org/indicator/GB.XPD.RSDV.GD.ZS?page=2)

13  Unfortunately, data for the 1995 and 2010 period were not available at the time of data extraction. 
As a solution, it was subjectively assumed that the delta between years 1996 and 1997 is the same as the 
one between years 1995 and 1996 with a parallel assumption being made for deltas between years 2008 
and 2009 and 2009 and 2010.

14  This measure, admittedly, is not ideal as “[a] drawback of R&D as a measure of technology in that 
it ignores the stochastic nature of the process of innovation. The current flow of R&D expenditures is 
a noisy measure of technology improvements in that period” [Keller, 2009]. A different approach would 
be to use a lag of this variable. The problem with that approach is the extent of the lag, i.e., should R&D 
expenditures be lagged one period, two or more. This issue is itself a topic for a future study of the spen‑
ding‑to‑innovation process.
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15  Source definition and logic on the variable: http://unctad.org/en/Pages/DIAE/Foreign
‑Direct‑Investment-(FDI).aspx

16  UNCTAD, UNCTADSTAT, http://unctadstat.unctad.org/TableViewer/tableView.aspx?Repor‑
tId=88

17  0 – Food and live animals, 1- Beverages and tobacco, 2 – Crude materials, inedible, except fuels, 
3 – Mineral fuels, lubricants and related materials, 4 – Animal and vegetable oils and fats, 5 – Chemicals, 
6 – Manufactured goods classified chiefly by material, 7 – Machinery and transport equipment, 8 – Miscel‑
laneous manufactured articles, 9 – Commodities and transactions not classified according to kind.

18  http://comtrade.un.org/db/
19  Estimates are still BLUE (Best Linear Unbiased Estimator), but imprecise.
20  This kind of data was unavailable to the author.
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Appendix 3 Pearson correlation coefficients between the dependent variable (Patent 
applications, residents) and examined independent variables

LFP LFT RDSPEND IFDI XT MT
Patent 
applications, 
residents

Pearson 
Correlation

–.890 .978 .686 .837 .890 .951

Sig. 
(2‑tailed)

.000 .000 .003 .000 .000 .000

X0 X1 X2 X3 X4 X5 X6 X7 X8 X9
Patent 
applications, 
residents

Pearson 
Correlation

.758 –.837 .784 .779 .501 .907 .895 .791 .926 .609

Sig. 
(2‑tailed)

.001 .000 .000 .000 .048 .000 .000 .000 .000 .012

M0 M1 M2 M3 M4 M5 M6 M7 M8 M9
Patent 
applications, 
residents

Pearson 
Correlation

.949 .972 .699 .895 .777 .966 .895 .948 .970 .959

Sig. 
(2‑tailed)

.000 .000 .003 .000 .000 .000 .000 .000 .000 .000

S o u r c e :  Author’s own presentation of calculation performed with SPSS 19 software.
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Abstract

In severe economic downturns, only a few business leaders have the courage and 
wisdom to invest in customer loyalty to increase profits instead of reflexively cutting costs 
to try to maintain falling profit margins. Moreover, the usual research and advice tends 
to focus on how companies can effectively and efficiently reduce costs in order to survive 
an economic decline. This study contributes to the literature by offering a fresh look at how 
best to respond in tough economic times by examining companies who have responded 
traditionally with cost‑cutting strategies versus companies who instead have invested in 
customer loyalty. We make the unique and contrarian argument that the latter strategy 
can be the superior business strategy, which underscores the originality of this investiga‑
tion. Thus, the purpose of this study is to highlight why investing resources in creating 
and retaining loyal customers is the best strategy for companies to survive and prosper 
in tough economic conditions while simultaneously gaining longer‑run competitive 
advantage. Based on quantitative and qualitative survey research methodology, the study 
findings identify and explain key customer loyalty measures, including: customization 
for customers, communication interactivity, nurturing of customers, commitment to custo­
mers, customer sharing networks, customer focused product assortments, facile exchanges, 
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and customer engagement. Perceptive company executives will measure, benchmark, 
and regularly compare their performances on these key customer loyalty measures with 
different customer groups versus their company’s past performances, managerial goals, 
and competitors, then make appropriate adjustments to retain their loyal customers and 
prosper during tough economic times.
 
Keywords: Customer Loyalty, Customer Satisfaction, Customer Relationship Manage‑
ment
JEL: M30, M31

In tough economic times, most companies turn almost automatically to cost cutting 
strategies as they try to maintain profit margins. It takes exceptional management mettle 
and long‑term clear‑sightedness to avoid this common managerial reaction which can 
lead to counterproductive and sometimes disastrous results for the company’s future. 
Often overlooked in the desire to do something fast to stabilize profits is that cost reduc‑
tions are also likely to reduce product innovation and customer service which leads to 
dissatisfied and eventually lost customers. When Jim Collins published his best seller in 
2001, “Good to Great,” he identified only eleven companies as great. Circuit City, the then 
huge electronics retailer, was one of these companies. Just eight years later, Circuit City 
announced that it was entering Chapter 7 and closing all 567 stores. What happened? 
A facile explanation is that Circuit City was simply not able to compete with similar, 
more efficient stores like Best Buy and online retailers like Amazon. But, more discer‑
ning observers know that Circuit City made a classic mistake. In March 2007, Circuit 
City announced a wave of cost‑cutting efforts as it battled other electronic retailers amid 
an economic downturn and intense competition. Circuit City reduced its costs over the 
short‑run by firing its higher‑paid front‑line salespeople and replacing them with lower 
paid, inexperienced workers. A similar faulty strategy decision had been made earlier by 
Home Depot under then CEO Robert Nardelli. These misguided retailing decisions appa‑
rently ignored or didn’t appreciate the concomitant reduction in the quality of customer 
service and the level of customer satisfaction that comes when customers must interact 
with less knowledgeable, less experienced salespeople. Poorer service quality and lower 
customer satisfaction caused large numbers of Circuit City and Home Depot customers to 
leave and patronize competitors providing better service. Home Depot survived but lost 
substantial competitive ground and many customers to competitors such as Lowes. Only 
after firing its then senior management team did Home Depot right itself and get back to 
emphasizing customer service over cost cutting. So, what should executives have learned 
about competitive strategy in a depressed economy? Perhaps, that the critical difference 
between businesses that thrive, merely survive, or die in tough economic times is how 
successful they are in continuing to attract and retain loyal customers.
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Investing in Customer Loyalty

Following the dotcom bubble in 2000, most companies focused on the short‑run by 
hunkering down, reducing their spending, and trying to find as many ways as possible to 
reduce costs. Under the leadership of CEO Steve Jobs, however, Apple ramped up research 
and development to develop groundbreaking new products like the iPhone, iPod, iTunes, 
and iPad, while also spinning out uniquely designed, more reliable computer desktop 
and laptops, and building off‑line Apple retail stores. Jobs was an exceptional business 
leader – one who kept his focus on the long‑run by developing great products and supe‑
rior customer service that delighted customers while more traditional CEOs focused on 
cost‑cutting and maintaining short‑run profits during tough economic times. Largely due 
to the visionary genius and contrarian strategies employed by Jobs during an economic 
downturn, Apple became the most valuable company in the world, with its stock rising 
to more than half a trillion dollars [Goldman and Cowley, 2012].

But, audacious and visionary business leaders like Steve Jobs are extremely rare, 
so what can more ordinary business managers do to respond to tough times? Well, let’s 
take a look at what Apple did about customer loyalty. Apple is considered an innovator 
in many aspects of customer service and store design. While developing brilliant new 
products, Apple simultaneously invested in excellent service online and at its offline retail 
stores where customers could try out the new products in a comfortable store environ‑
ment and have all their questions answered by each Apple store’s Genius Bar service. With 
their airy interiors and attractive lighting, Apple’s stores project a stimulating but casual 
atmosphere which may help explain why more people visit Apple’s 326 stores in a single 
quarter than the 60 million who annually visit Walt Disney’s four biggest theme parks. 
Apple employees receive no sales commissions and are not assigned sales quotas, so their 
primary focus stays on customer needs. Apple sales associates are taught a customer
‑satisfaction sales philosophy: not to sell, but rather to help customers solve problems. 
One Apple store employee training manual says: “Your job is to understand all of your 
customers’ needs—some of which they may not even realize they have.” Another Apple 
store training manual states: “Approach customers with a personalized warm welcome,” 
“Probe politely to understand all the customer’s needs,” “Present a solution for the custo‑
mer to take home today,” “Listen for and resolve any issues or concerns,” and “End with 
a fond farewell and an invitation to return.”

Investing in customer relationships offers a bigger potential payoff by far over most 
any new investments in plants, equipment or products. Many products are here today, 
gone tomorrow as the lifecycle for most products rapidly shortens. Beyond their incre‑
asingly short lives, products in any given category often are so similar that customers 
perceive them as virtually undifferentiated commodities, i.e., no significant differences 
among them. Trying to sustain a competitive advantage by new product improvements in 
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today’s marketplace is a frustrating game. Short‑term leads are eroded quickly by imita‑
tion or superior technology. Therefore, it’s important to redefine the arena of competitive 
advantage beyond products and their positioning to the customer experience. The real 
competition in today’s business world is in providing fully satisfying customer experiences 
that encourage long‑term relationships and customer loyalty.

Why is Customer Loyalty So Important?
One of the most fundamental tenets of savvy business management is to attract and 

retain profitable loyal customers. Compared to average customers, loyal customers buy 
more, are less costly to serve because they are higher up on the learning curve with your 
company, more willing to go upscale and pay premium prices, more receptive to buying 
brand extensions and new products, more forgiving when problems occur, most likely to 
refer other people to your business, more resistant to competitors’ offers, and the highest 
contributors to your company’s bottom‑line profits.

Profits can be increased by either reducing costs or by increasing revenues, and loyal 
customer can do both for your business. On the cost side, studies consistently show that 
it is five to six times more expensive to attract new customers than to keep present ones 
[Fenn, 2010]. This ratio holds up whether the business is online or offline. The Boston 
Consulting Group found that it costs about $7 to sell to a current customer via the Web 
versus $34 to win a new customer – or roughly five times as much – the same as for bric‑
k‑and mortar businesses. From the revenue side, studies have consistently shown that loyal 
customers, over their lifetimes, can contribute up to ten times more income and profits 
than average customers [Reichheld, Markety, and Hopton, 2000].

For most companies, profitable customers comprise approximately 20 percent of 
a company’s customers, break‑even customers around 60 percent, and unprofitable custo‑
mers about 20 percent [Keningham, Aksoy, Buoye, and Williams, 2009]. A small increase 
in loyalty often can make a dramatic difference in company profits [Reichheld, Markety, 
and Hopton, 2000].

Is Customer Loyalty Vanishing?
“The customer is king” has long been a mantra given at least lip service by most busi‑

ness executives. But with the commercial omnipresent of the Internet, customers seem to 
have ascended to the throne and customer loyalty is harder than ever to achieve. Shoppers, 
whether consumers or businesses, now enjoy instant access to real‑time information on 
competitive offers, fast transactions with best offers presented upfront, minimal switching 
costs in moving from one seller to another, an ability to walk away from a sale at any time, 
no physical barriers of store distance or location, no limitation on store hours, and the 
ability on some sites to initiate an offer to buy at a set price (e.g., priceline.com or ebay.
com) instead of merely responding to an e‑retailer’s offer. Also, online shoppers are not 
so influenced by the unique atmospherics – elaborate store fronts, intriguing displays, 
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clever lighting, soothing music, pleasant smells, or eye‑catching color – common in offline 
stores because the websites for Bloomingdales, Procter & Gamble, Wal‑Mart, or Cindy’s 
Candy Shop may look quite similar in quality. Table 1 shows how customers have gained 
power since the arrival of the Internet and e‑commerce.

TABLE 1.� Shift of power to customers

Traditional Offline Businesses Online Businesses
Static, dated information Dynamic “real time” information
Many place, time, and space barriers No place, time, or space barriers
Few customer alliances or communities Many customer alliances and communities
Few customized products Many customized products
Limited selection of products Large selection or products
Low price sensitivity High price sensitivity
Limited access to competitive offerings Instant access to competitors offerings
High switching costs Low switching costs
Seller initiates the offer Customer may initiate the offer
Slow negotiations Fast negotiations
Hard to get away from salesperson Easy to click away from a sales pitch

Despite the empowerment of customers, companies like Apple and Amazon have 
proven that customer loyalty has not vanished but it’s become more difficult to achieve and 
maintain. Only a few years ago, Blackberry cell phones were so ubiquitous and additive that 
some users jokingly called them their “Crackberries.” Today, Research in Motion (RIM), 
maker of the Blackberry line of phones, has fallen far behind many of its competitors 
and no longer enjoys its former huge base of loyal customers – many of whom have now 
moved to “smart phones” made by Apple, Samsung, and others. Customer loyalty has not 
vanished, but it does seem more fleeting than ever and more difficult to maintain.

What is Customer Loyalty?
Some companies think customer loyalty is simply an observable, behavior concept, 

i.e., the pattern of repeat purchases by a customer. According to this behavioral approach, 
if identifiable customers are continuing to buy, then they are assumed to be loyal to that 
product or company. However, this approach is somewhat like looking backward out the 
rear window of your car while trying to drive forward. Tracking past purchasing behavior 
does not predict future customer loyalty. A simplistic past behavior view of customer loyalty 
does not explain why so many customers abruptly – without warning – stop purchasing 
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a particular product brand or cease buying from a company even after a long history of 
prior purchases. Kurtz, [2009] reports a consistent research finding that 60 to 80 percent 
of defecting customers describe themselves as “satisfied” or “very satisfied” just before they 
leave. On average, companies tend to lose between 10 and 30 percent of their apparently 
“loyal” customers every year. So, it’s obvious that something more than past buying behavior 
determines customer loyalty. In response to the criticisms of the simple behavior approach 
to understanding loyalty, many researchers conclude that both attitudinal and behavior 
dimensions need to be considered in measuring or predicting customer loyalty. Reinartz 
and Kumar, [2002] found that grocery customers who scored high on both behavioral 
and attitudinal measures of loyalty generated 120 percent more profit than those whose 
loyalty was observed through purchase behavior alone. In business‑to‑business settings, 
customers who expressed loyalty in both attitude and behavior were 50 percent more 
profitable than those who exhibited loyalty only through their transactions.

Customer Satisfaction and Loyalty
Many companies have focused on achieving higher levels of customer satisfaction as 

a means of developing loyal customers. The relationship between satisfaction and loyalty 
seems intuitive and several researchers have affirmed a positive association between them 
[Szymanski and Henard, 2001]. However, the relationship between satisfaction and loyalty 
has been found to vary depending upon the market structure, competitiveness of the indu‑
stry, and other variables. To achieve customer satisfaction and loyalty, many companies 
are actively involved in customer relationship management (CRM) but their success has 
been elusive, perhaps partly because the emphasis has too often been on manipulation of 
customers instead of satisfying them.

Customer Relationship Management
Annual global spending on CRM runs into many tens of billions of dollar which 

reflects the perceived importance of improving the “customer experience” as competition 
intensifies in a challenging economic environment [Burton, 2012]. Some company exe‑
cutives believe that if they can just find the right combination of innovative software and 
hardware, they can create satisfied, loyal customers. But many senior executives express 
disappointment with the returns on their CRM investments. A recent study by the Ale‑
xander Group (AGI) of forty‑eight Fortune 500 sales and marketing executives found that 
less than half were achieving their stated CRM objectives of improved revenue growth, 
sales effectiveness, and customer loyalty. Too often, the CRM initiatives focus primarily 
on cutting costs instead of improving customer relationships. An executive at a major 
consultant firm described the situation this way: “CRM has gone from panacea to pariah 
at many companies where a ton of money has been dumped into bottomless pits of CRM 
applications with little or no improvement in customer loyalty.” If customer satisfaction 
and CRM technology are not enough to increase customer loyalty, then what will?
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What Drives Customer Loyalty?
The high cost of attracting new customers and the difficulty in retaining them make 

loyal customers highly valuable assets for most businesses. While online shoppers enjoy 
advantages like broader product lines, ready comparison of vendor offerings, and imme‑
diate access to customer reviews of product and services, e‑commerce is even more 
competitive because of price transparency and the presence of rival businesses only a few 
mouse clicks away, thereby making customer loyalty elusive. Due to the large number 
of unrelenting competitors online, attracting new customers typically costs 20 to 40 
percent more for e‑retailers than for traditional brick and mortar stores [Gefen, 2002]. 
Thus, understanding the key factors that drive satisfaction and loyalty off‑line and online 
markets is crucial for obtaining and retaining profitable online customers.

Blending Bricks and Clicks
The two worlds of bricks and clicks have become so blended that sellers and buyers go 

back and forth to take advantage of the best features of each. Companies use both online 
and offline channels to sell, and customers use both to shop and buy. Customer loyalty 
cannot be achieved effectively by trying to keep customer interactions online distinct and 
separate from those offline. In fact, most executives today recognize that their “brick‑an‑
d‑mortar” stores and e‑commerce websites must blend into new “brick and click” com‑
posite stores. In the increasing intense competitive environment of today and tomorrow, 
the most successful retailers will be those who blend their offline and online stores. Most 
consumers want to see different products before making a final choice. Some loyal Amazon 
customers, for example, use the traditional brick‑and‑mortar stores of competitors, like 
Best Buy, Target, and Wal‑Mart to check out different products before making their final 
purchases online with Amazon. This use of traditional offline stores as “showrooms” prior 
to purchasing online presents a serious threat to companies who do not smoothly blend 
their offline and online stores. Apple recognized this threat earlier on and developed their 
own showroom offline stores, so that potential customers could try out products before 
buying them at the same price either at the Apple store or its online website. Shopping at 
a brick‑and‑mortar store enables the customer to have a special experience by handling 
or trying out products, having their questions answered by salespeople, and perhaps sha‑
ring the experience with friends. No matter how many pictures on at the website, or how 
detailed the product description, there is nearly always more guesswork involved when 
purchasing online than at a brick‑and‑mortar store. A critical strategy going forward for 
most retailers is to smoothly blend their brick‑and‑mortar stores with an online website 
site to tailor the shopping experience for the customer. Most importantly, retailers must 
provide full customer satisfaction in the buying experience – pre, during, and post – to 
create loyal customers. But, how can a retailer – whether online or offline or preferably 
both – do that?
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Customer loyalty measures

Our quantitative and qualitative research reveals several measures that impact customer 
satisfaction and loyalty. These factors, which seem pertinent to both traditional offline 
stores and online e‑commerce websites, include: customization for customers, com‑
munication interactivity, nurturing of customers, commitment to customers, customer 
sharing networks, customer focused product assortments, facile exchanges, and customer 
engagement.

Customization for Customers
Customization for a customer is the extent to which a business recognizes and under‑

stands a customer then tailors its products, services, and the shopping experience for 
that particular customer. Customization of product offerings to each individual shopper, 
whether online or offline, increases the chances that he or she will find something they 
want to buy. Customization signals high quality customer service by enabling shoppers to 
quickly focus on products and services they want. By contrast, a large product selection that 
is not directly relevant or appropriate can irritate shoppers and reduce their satisfaction, 
often resulting in an early exit from the store or website quickly. If the company is able to 
tailor choices for their customers appropriately, the result should be higher satisfaction 
since adaption reduces the time and effort needed to browse through a huge product or 
service assortment to find precisely what the customers wants. Apple, for example, has had 
incredible success in its brick‑and‑mortar stores by controlling how employees interact 
with customers, and designing every store detail from the photos displayed to the music 
played in order to optimize the customer experience. As a result, sales per square foot for 
Apple stores have soared despite tough economic times.

Communication Interactivity
Communication interactivity refers to the level of positive interaction that occurs 

between a business and its customers. Online or offline stores will not be able to fully 
satisfy their customers and capture higher market shares unless they dedicate themselves 
to proactively and constructively interacting with customers better than their competi‑
tors do. Recognizing the potential impact of interactivity on customer satisfaction, many 
conventional retailers have tried to automate this interaction by setting up customer service 
desks and kiosks in their stores to answer customer questions, convey useful informa‑
tion, and provide purchase options. At Norstrom’s, salespeople try to fully understand 
customer needs and correspond via letter or e‑mail with shoppers who have visited the 
store, especially those who have purchased a product, to thank them, offer suggestions 
for an upcoming purchase, or alert customers to new products or sales. Communication 
interactivity by salespeople in offline stores involves telling shoppers about the features of 
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a product, demonstrating how it works, and sharing personal or other customer experiences 
with the product. The primary purpose of communication interactivity is to substantially 
increase the amount of information shared with a customer. So, that the salesperson knows 
what the customer is looking for and helps the customer find it quickly. At websites like 
Amazon.com, customers also receive recommendations to complimentary products and 
services as well as previous customer reviews or opinions. This additional relatively objec‑
tive information helps the shopper choose the exact product desired which enhances their 
confidence and satisfaction with the shopping experience. Offline, QR (Quick Response) 
Codes are a type of matrix barcode placed on products or advertisements to supply virtu‑
ally any kind of data that any shopper with a smart phone can download to access videos, 
coupons, special promotions, sweepstakes, surveys or whatever else the vendor wants to 
provide. Real estate agents, auto dealers, property managers and nonprofits are among 
the early adopters of QR codes to give shoppers virtual tours of homes or automobiles 
for sale. Brick‑and‑mortar stores can use QR codes at product display points and in their 
advertisements to provide shoppers with information that will help facilitate their purchase 
decisions. An interactive shopping process that provides fully sufficient information to 
make a purchase decision gives greater perceived freedom of choice to customers and 
a level of control that foster their feelings of satisfaction and loyalty.

Nurturing of Customers
Nurturing of customers requires a business to recognize and understand its customers, 

then provide relevant post‑purchase information, education, training, and special services 
for them which should extend the scope and depth of their consumption experiences over 
time. By gathering data on each customer purchase and inquiry for its data base, vendors 
can reassure customers that their product preferences are understood and that salespe‑
ople will promptly guide them to the products of greatest personal interest. This makes 
customers feel important which encourages them to come back to make repeat purchases 
and move toward loyalty. It is important for both online and offline businesses to not only 
recognize their individual customers but also to reach out to them and help guide their 
progress smoothly along purchase and re‑purchase routes. By providing customers with 
useful and desired post‑purchase information, training, and service, businesses augment 
customer satisfaction with the full product purchase and experience while lessening the 
likelihood of additional search at competitors.

Commitment to Customers
Commitment to customers refers to the strength of the ongoing relationships with 

prospects and customers. It takes into account both the efforts of the company to ensure 
that there is no breakdown in customer service such as delivery, installation, or repair 
plus the responsiveness to customer concerns, problems, and complaints. Commitment to 
customers is demonstrated by promptly resolving any product or service breakdowns and 
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dealing with complaints in a way that is fully satisfactory to the customer. For instance, 
instead of telling the customer what the company will do in response to a product bre‑
akdown or customer complaint, a business committed to satisfaction will ask customers 
how they would like that problem to be handled or resolved. Sometimes, a higher level of 
customer commitment will lead to lowest costs as the customer may ask for less than the 
company might have been willing to do to resolve the problem. Solving customer com‑
plaints to their full satisfaction is more critical than ever in this digital age. Prior to the 
Internet, if a customer was unhappy with a seller, he or she might tell as many as a dozen 
other people, but today, he or she might go online and complain about the vendor to 
thousands of people. With the use of social media, the impact of customer complaints can 
be magnified dramatically. For example, Molly Katchpole, a 22‑year‑old woman launched 
an online petition at Change.com railing against Bank of America’s proposed debit card 
fees, then later she set up a petition against Verizon Wireless for trying to charge custo‑
mers for paying their bills online [Zetlin, 2012]. Over three hundred thousand people 
joined her complaint petitions and forced Bank of America and Verizon to back off from 
their fee increases. Even offline, according to an American Express survey, people who 
use social media (i.e., social media‑ites) are more likely to network with others and will 
tell about fifty‑three people directly about their poor experiences with a vendor [Waters, 
2012]. Savvy companies continually monitor online complaints and follow‑up with many 
of the most dissatisfied customers to see how their issues with the company might be 
satisfactorily resolved. Product and service failures that are not resolved promptly and 
to the full satisfaction of the customer will affect future business because they weaken 
customer‑company bonds and lower perceptions of product and service quality. A dedi‑
cated company commitment to ensure product quality and reliable performance, provide 
timely customer service, and resolve complaints as customers desire should lead to higher 
customer loyalty.

Customer Sharing Networks
Customer sharing networks are defined by the extent to which customers are provided 

with the opportunity and ability to share opinions among themselves through comment 
links, buying circles, chat rooms, or events sponsored by the business. A network or 
community of customers and prospects who communicate openly among themselves 
can play a valuable role in enhancing the satisfaction and loyalty of customers. When 
efficiently and effectively organized to facilitate the exchange of customer opinions and 
information about its products and services, a network can serve to reinforce positive 
word of mouth for the company. For example, online shoppers who have ready access to 
a network of customers of an e‑business can obtain opinions and detailed insights from 
experienced users of products being considered for purchase. Moreover, after purchasing 
the product and experiencing it themselves, customers can log on to the online network to 
share their own opinions and insights. Customer sharing networks can also be furthered 
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offline by companies sponsoring various special events for their customers to interact 
with one another. Customers who share experiences more often than not reinforce each 
other’s purchase decision and provide additional insights on the product’s use which 
may influence prospective customers. Many online and offline shoppers regularly turn 
to other customers for unbiased opinions, advice, and information regarding products 
or services that they are considering buying. By facilitating this informational exchange 
between customers through its network, a business can increase satisfaction among its 
current and future customers.

Another expected positive impact of a network on satisfaction for businesses is due 
to identification of individual customers with the group. Identification is one’s affiliation 
or perception of belonging to a group so the person identifies with that group. Harley
‑Davidson motorcycle customers, who refer to themselves as HOGS (Harley owner 
group), have such strong identification with the brand and one another that the network 
acts as a strong deterrent to members buying any other motorcycle or accessory brand. 
By increasing customer participation and identification through networked communities, 
businesses should be able to significantly increase customer satisfaction and loyalty.

Customer sharing networks also affect satisfaction because of their effect on social 
relationships that customers build among themselves around a shared special interest or 
purchase. This follows from studies that indicate that individuals often seek to develop and 
further their social relationships through commercial activity. Some consumers partially 
substitute shopping for recreation and use this activity to develop social bonds. By creating 
and supporting a sharing network of customers and prospects, a business can provide the 
opportunity for its customers to interact and develop social relationships that may then 
translate into higher satisfaction and loyalty towards the business.

Customer Focused Product Assortments
Customer focused product assortments refers to the ability of a business to offer 

a selection of products and services that its target customers desire. The assortment doesn’t 
necessarily need to be broad. For example, Trader Joe’s is a highly successful U.S. grocery 
retail chain that appeals to its target market of health conscious, higher educated singles 
and young families by carrying only about 4,000 carefully selected products compared to 
more than ten times that number of products carried by most supermarkets.

Online, one of the advantages of an e‑business over a brick‑and‑mortar retailer is the 
ability to virtually display much larger selections of products for immediate purchase. 
A store in a mall physically displays its assortment of products to shoppers, so it’s constra‑
ined by such factors as the amount of floor space available and the cost per square foot. 
An e‑business does not have these constraints because its products are not on physical 
display for shoppers but still can be readily viewed and evaluated online via models, avatars, 
demonstration videos, or customer reviews. Not only can e‑businesses store their products 
in remote places where space is abundant and cheap, but they also have more capability to 
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form alliances with other suppliers in order to provide customers with virtually unlimited 
product assortments and relatively seamless service. To illustrate, an online retailer may 
keep only a limited assortment of a given product category in inventory, but it can align 
itself with a national or global network of partners who can quickly supply countless 
varieties of products requested by customers. An increase in choice at the e‑business site 
reduces search costs for the consumer leading to enhanced satisfaction and loyalty. On the 
other hand, many shoppers want to see the physical product and try it out before buying, 
so an “offline showroom” is important to many customers.

Facile Exchanges
In order for a customer and seller to make facile exchanges, accessibility of relevant 

information and simplicity in the transaction process are important. Enabling customers 
to find information, like product features and prices, easily and conveniently is one of the 
keys to their satisfaction and loyalty. Exchange ease refers to the extent to which a customer 
feels that the purchase process is simple, intuitive, and user friendly. A large number of 
customers who exit an e‑business website without purchasing leave frustrated because they 
were unable to smoothly navigate through the site. Amazon understood this fundamental 
customer satisfaction concept from the very start of its online business, so its website is 
easily navigable. A number of factors make a website difficult for shoppers to transact. 
In some cases, information is not accessible because it is not in a logical place or is buried 
too deeply in excessive website clutter. In other cases, information is not presented in 
a meaningful, logical, or intuitive format. Too often, the information needed or desired 
by shoppers is not even available at the website. Similarly, a brick‑and‑mortar store that 
doesn’t product information and prices alongside the product display frustrates customers 
and causes many to just move on without taking time to flag down a salesperson to ask 
for the desired information. Savvy brick‑and‑mortar stores provide scanning devices 
nearby for shoppers to find the price of a product not clearly marked and a convenient 
customer service desk to answer questions. Also, they make sure that the checkout lines 
are not long because a customer who feels the wait is too long often will abandon even 
a filled shopping cart and exit the store. Vendors who make the shopping and buying 
process easier and more satisfying than competitors will increase the likelihood of those 
customers making repeat purchases and moving toward loyalty.

Customer Engagement
Customer engagement can be defined as an overall image or personality that the 

business projects to customers through effective use of offline store displays, layout, ligh‑
ting, music, and signage, and online website text, style, graphics, colors, logos, slogans, 
and themes. Highly successful businesses tend to differentiate themselves by developing 
stores and websites that are pleasing to the eye or mind by presenting attractive, vivid, inte‑
resting, and exciting visuals, illustrations, formats, and content throughout the shopping 
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experience – from beginning to end. Striking graphic symbols such as logos can create 
positive shopper attitudes toward a company depending on a number of factors such as 
shared associations or meanings. Beyond general presentation and image, e‑businesses 
can utilize unique animated characters, avatars, or personalities to enhance recognition 
and recall. Too many e‑commerce websites seem impersonal, colorless, and bland to 
visit because of the absence of an intriguing or clever format, graphics, or personality to 
attract and engage shoppers. On the other hand, sometimes websites can be so bizarrely 
colored with content text that’s hard to read, so customer find it unpleasant to navigate 
the site and readily leave. Unless a website conveys an exciting or interesting personality 
that grabs and holds viewer attention and interest, it is unlikely to attract many people or 
encourage them to continue navigating through the site. Many online shoppers today have 
a low threshold for boredom, so it is a major competitive advantage for an e‑business to 
be able to immediately attract the attention of shoppers flipping through websites, then 
fully engage them in a stimulating, pleasing, enjoyable, unique, and satisfying shopping 
experience. Similarly, offline stores can enhance their customer appeal by their interesting 
layouts, product displays and demonstrations, use of graphics, and customer service 
oriented salespeople.

Customers Appreciate Customer Loyalty Efforts
Many customers appreciate and often reciprocate a company or store’s investments 

in the seller‑buyer relationship by becoming more loyal [De Wulf, Odekerken‑Schroder, 
and Iacobucci, 2001]. Therefore, it seems that companies ought to invest more in custo‑
mer relationships to enhance loyalty, especially focusing on those customers who are 
most responsive to those relationship investments. Company loyalty programs, today, 
however, are so pervasive and so much alike (comparable merchandise, services, disco‑
unts, and distribution channels) that most have little impact on achieving or sustaining 
customer loyalty. But the opportunity to seize competitive advantage has never been better 
for companies who substantially increase their investments in true long‑run customer 
relationships by understanding and making skillful use of the unique competitive advan‑
tages found in the customer loyalty measures.

What Do Customers Want?
Customers are looking for the highest value for their dollars, efforts, and time. They 

want to maximize their perceived value from each transaction and over the longer‑run, 
by obtaining the greatest perceived benefits for the least perceived costs. In equation form, 
their value proposition looks like this: perceived value proposition = perceived benefits ÷ 
perceived costs.

It is the customer’s perception of these three variables – value, benefits, and costs – that 
is critical. Customer perceptions, like beauty and most other human evaluations, lie in 
the eye of the beholder. Therefore, it is not surprising that most customer perceptions of 
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benefits and costs are not directly measurable in dollars and cents. Customers, conscio‑
usly or subconsciously, assign a relative priority or importance to each of their desired 
benefits. One benefit that customers usually give a high priority is potentially long term 
relationships with sellers they can trust – whether they are looking for a place to buy and 
repair an automobile, purchase and install a home air conditioning system, or keep their 
teeth healthy. After customers have made a mental, usually subconscious calculation of the 
total relative benefits versus the total relative costs associated with purchasing a particular 
product or service, they form their indivualized overall estimates of value. Unless a business 
can continue to convince its customers that they are receiving higher perceived value by 
remaining loyal, they are likely to move on to competitors who promise more value.

Successfully applying the customer loyalty measures requires recognition that there 
also will be differences in perceived value propositions by customer, industry, product, 
service and company. Within the various customer loyalty measures, there will be some 
unique benefits that different customer segments value most. For example, some custo‑
mers may prefer styling and prestige in some of their product purchases while others put 
higher value on safety and functionality. So sellers must conduct ongoing research to find 
out exactly what the value propositions are for their target customers for different product 
categories. Avis, the second largest rental car company, found that what its most profitable 
customers value most is maximum speed and ease in picking up and dropping off rental 
cars. In other words, their value proposition stressed ease of transaction. So, Avis created 
its Avis Preferred Service for repeat customers. Customers enroll by completing a profile 
specifying their car and billing preferences. Then, the next time they order a rental car by 
telephone, fax, or online, they can bypass the lines at the Avis airport check‑in counter 
and head straight to the parking lot to pick up the exact car they prefer. On average, Avis 
Preferred Service customers save about ten minutes of the usual car rental pickup time.

When it comes to nurturing, Avis provides weather reports, maps to local golf cour‑
ses, and special rates on bigger cars with large trunks for customers who plan to do some 
golfing. Counter agents are trained to observe customer situations and anticipate their 
needs. They stay alert for elderly customers who need assistance with their luggage or to 
let customers with small children know that Avis has car seats with secure safety latches. 
Customers have identified stress reduction as another important way for Avis to show care 
for customers. So Avis established “communication centers” in airports where customers 
can relax between flights, make a phone call, use a laptop computer to check their e‑mail, 
or chat with some of the community of other Avis customers. With regard to contact 
interactivity, Avis keeps its customers informed about their flights in the communication 
centers by prominently displaying flight information. Avis’ interactivity is exhibited to 
customers in oftentimes novel ways. For instance, Avis manager are told to be very visi‑
ble and wear telephone headsets to reassure customers that Avis is keeping up with the 
latest communications to pass on to its customers. Each industry, product, or company 
will need to conduct in‑depth research with its customer categories to learn how to best 
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tailor each of the customer loyalty measures to generate maximum loyalty. However, it’s 
not always obvious what customers value most. When UPS asked customers how it could 
improve its service, customers were not obsessed with on‑time delivery as the company 
had assumed. Instead UPS management was surprised to learn that customers wanted 
more personal interaction with drivers – the only face‑to‑face contact any of them had 
with the company. If drivers were less hurried and more willing to chat for a few minutes, 
customers could get some practical, personal advice on shipping. In other words, custo‑
mers wanted more contact interactivity. Now, UPS is encouraging its delivery drivers to 
get out of their trucks and visit with customers for a few minutes in hopes of bringing in 
additional sales and keeping customers loyal.

Tracking Customer Loyalty Measures
Progressive company managers will conduct research to accurately measure, bench‑

mark, and regularly compare their performances on key customer loyalty measures with 
each of their different customer groups versus past performances, managerial goals, 
and the relative performances of major competitors. By keeping track of how they are 
doing in terms of critical customer loyalty measures, companies can obtain insights and 
early warnings that will allow them to adjust their customer relationship strategies and 
tactics to retain their profitable loyal customers. Companies that are most successful in 
achieving high customer loyalty levels in the fierce domestic and global competition 
ahead should prosper.
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Abstract

This article is a concise introduction into the history of economics in totalitarian 
Poland in 1949−1989. In it, I attempt to show the degradation of economics in Poland in 
this period. The main theses of the article are three. First, academic economics and the 
institutions necessary for the normal functioning of science were destroyed in Poland at 
the turn of the 1940s and 1950s. Pseudo‑science was substituted for the science of econo‑
mics. Second, these events had a damaging impact on the quality of research in the years 
that followed. In my opinion, the alleged achievements of Polish economists, e.g., Oskar 
Lange’s monograph Ekonomia polityczna, as well as the works of Włodzimierz Brus and 
members of the so‑called “Wakar School,” were of only “local” importance. Third, after 
1949, the teaching of economics degenerated as well.

In effect, the achievements of Polish economists in the period 1949−1989 are negli‑
gible. They did not contribute significantly to the accumulation of true knowledge about 
the economy. Moreover, in violation of the ideals of science, Polish economists intensely 
indoctrinated the society, perpetuating the totalitarian system in Poland.
 
Keywords: pathology of science, history of economics in post‑war Poland, methodology 
of economics
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Introduction

Works on the pathology of science in totalitarian states are broadly known, including 
sociology, philosophy and phrenology in Germany [cf., for instance, Tyrowicz 2009; 
Gasman 1971] and Lysenkoism, psychiatry and cybernetics in the USSR [cf., for instance, 
Amsterdamski 1989, Van Voren 2010, Hooloway 1974]. Studies of similar (though not 
identical) phenomena during the Communist regime in Poland are, however, infrequent. 
This article attempts to change this. My goal is to describe changes to the institutional 
conditions of practising and teaching narrowly understood economics in Poland after 
1949. I am also interested in the ramifications of these changes. Science is a collective 
endeavour; I do hope that my errors will be corrected by others.

Introducing Marxism into Universities

A harbinger of change in the study of Economics at Polish universities after WWII was 
the so‑called ‘Central Planning Office Trial’ or ‘CUP Trial’ (CUP successfully developed 
a Three‑Year Plan for Reconstructing the Economy for the years 1947–1949). At a “discus‑
sion session” on 18–19 February 1948, economists representing the Polish Workers’ 
Party (PPR), including Włodzimierz Brus, Bronisław Minc, Zygmunt Wyrozembski and 
Seweryn Żurawicki, accused the management of CUP, which was affiliated with the Polish 
Socialist Party (PPS), of using “bourgeois economics” rather than Marxism.

Jan Drewnowski (1908–2000), then Director of CUP’s Long‑term Planning Depart‑
ment, wrote [Drewnowski 1974, p. 51]:

�We heard for the first time... that contemporary economics should be called “bourge‑
ois economics.” It was also for the first time that in public debate people used terms 
like “non‑Marxist” and “anti‑Marxist” to discredit the opponent’s arguments without 
considering their substance. For the first time, quotations from Marx, Lenin and 
Stalin taken out of context were used as magical spells to win the polemics. And for 
the first time was the USSR quoted as an example to be followed blindly... Clearly 
structured arguments bounced off a wall of intentional misunderstanding and plotted 
animosity1.

As a result, Hilary Minc, who ran the Polish economy, summed up the discussion 
by announcing that “Marxism will be introduced into universities” and CUP was closed 
down [Drewnowski 1974, pp. 52, 56]. The catastrophe that befell Polish economics has 
been described by historians, witnesses and victims.
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Jan Drewnowski [2000, p. 15] wrote about the situation at the Warsaw School of 
Economics (SGH):2

�SGH was sovietised in mid‑September 1949... It happened within the day. We were 
told that SGH had been nationalised, its name changed to the Main School of Planning 
and Statistics [SGPiS – B.Cz.]; it now had four departments, a new Rector, Professor 
Czesław Nowiński, as well as seven new professors. Or, to be exact, deputy professors, 
as none of them had academic credentials. Each of them got a new chair. Those were 
B. Blass, W. Brus, B. Minc, K. Owoc, L. Pawłowski, J. Z. Wyrozembski, S. Żurawicki, 
who were next year joined by M. Pohorille and J. Zawadzki. The incumbent professors 
were deprived of any influence over the running of the school. The more senior ones – 
Professor Jerzy Loth and Professor Julian Makowski – were forced into retirement... 
the Pro‑Rector, Professor Edmund Dąbrowski, was laid off. Other professors were 
temporarily allowed to keep their chairs but their teaching assignments were redu‑
ced... They were removed from their chairs in the next academic year 1950/51... This 
was when Professor Edward Lipiński was removed as Chair of Political Economics 
and I was removed as Chair of Planned Economy. Junior researchers were reduced... 
right away and... nearly all research associates were laid off. All PhD candidates were 
also dismissed. They were replaced at the school by nearly two dozen lecturers and 
several research associates, most of them PPR members from various ministries... 
Furthermore, many third‑year students affiliated with PZPR [Polish United Workers’ 
Party] were promoted to research associates.

New researchers who replaced the pre‑war professors were described by another 
witness and victim of the events, Jan Rafa [1988, p. 10]:3

�[They were] outsiders who had had nothing to do with science... but now had the 
monopoly in economics and philosophy.

And [Rafa 1988, p. 32]:

�They were granted the degree of “deputy professors” and were supported by dozens of 
so‑called deputy research associates, recruited in throngs from among the “politically 
aware” students.

The same happened at other universities [Rafa 1988, p. 32]:

�Other higher schools were “reformed” in a similar fashion. After... such authorities as 
Professor E. Taylor in Poznań, Professors A. and W. Krzyżanowski in Kraków, Professor 
W. Styś in Wrocław, S. Zalewski in Warsaw and W. Fabierkiewicz in Łódź had been 
removed from research and teaching positions... a number of local figures – either 
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faculty members or outsiders – were appointed deputy professors; they made up for 
what they lacked in expertise with obedience... and political and ideological zeal.

The situation of pre‑war professors of economics varied. For instance, Edward Lipiński 
(1888–1986), who was not allowed to teach the theory of market cycles and economics at 
SGPiS, remained the Editor‑in‑Chief of “Ekonomista” (as a fig leaf for a new board of edi‑
tors) and lectured on the history of economics at Warsaw University4. Adam Krzyżanowski 
(1873–1963), who had been Oskar Lange’s tutor before the war, lived in poverty [Lange 
1986, p. 524]. Aleksy Wakar (1898–1966), the Rector of SGH in 1946–1947, who conver‑
ted to Marxism and joined PPR, was thrown out of the party and banned from teaching 
in 1950, and detained and handed over to the Soviet authorities in the summer of 1952 
[Kaliński 2006, p. 10]. He came back to Poland after three years in a work camp.

In this context, Drewnowski [1974, p. 58] writes:

�Eight researchers in economics alone, whom I knew personally, were detained and 
jailed for several years without a reason.

After 1956, some pre‑war professor, including Edward Taylor (1884–1964), were 
reinstated. However, in the meantime, they had not been allowed to leave the country or 
to order books. As a result of this, and also due to their age, they had little clout in the 
alien research teams within which they were placed. As an important exception, Wakar 
headed the Chair of Political Economics at SGPiS after his return from the work camp 
until his death in 1966, giving rise to the Wakar School.

At that time, after 1949, political economics was introduced into the curricula of all 
university programmes [Drabińska 1992, p. 43; cf. Fijałkowska 1985, pp. 26, 181]. PZPR 
units were set up at university departments and chairs. Party secretaries had more clout 
than rectors, deans and chairs (the Union of Academic Polish Youth, or ZAMP, had a simi‑
lar function in the student body). Universities were assigned “supervisors” – political 
police officers, and some faculty members were confidential informants and provided 
intelligence on their co‑workers’ opinions and conduct [Z. Ż. 1998, p. 11; cf. Kossecki 
1999, p. 326]. A person’s political stance became a key criterion of promotion to major 
academic positions and in the recruitment of research associates.

The operation put an end to the autonomy of universities. From 1949 on, the minister 
appointed and dismissed rectors, deputy rectors, deans and deputy deans [Herczyński 
2008, p. 118; cf. Hübner 1992, pp. 592–594]. For example, Wincenty Styś (1903–1960),5 
a pre‑war lecturer at the Lviv Polytechnic and the Jan Kazimierz University of Lviv, 
was repressed by the authorities and had to withdraw from public life after 1948. He was 
elected Rector of Higher School of Economics (WSE) in a free election in 1956. Professor 
Styś was re‑elected Rector by WSE faculty in 1959 but the minister refused to approve 
his appointment.
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Interventions by the authorities reached down to file‑and‑rank faculty members. 
For instance, Stefan Kurowski (1923–2011) was deprived of his Dr habil. degree (habili‑
tation) which he had earned in 1960 for a study that was critical of the Socialist economy. 
Likewise, Janusz Gedymin Zieliński (1939–1979), “probably the most prominent post‑war 
generation Polish economist of the 1960s,” was removed from the Wakar Chair in 1963 
[Beksiak, Grzelońska 1990; Zieliński 1973].

The operation which “introduced Marxism into universities” culminated with the 
address of its sponsor, Oskar Lange (1904–1965), at the opening session of the Economist 
Congress in December 1950 [Lange 1951, pp. 4–5]:

�In order to live up to the challenges ahead, Polish economics must become a Marxist
‑Leninist science. To this aim, it must completely overcome the remains of bourgeois 
thought... which stand in the way rather than contributing to the achievement of the 
tasks faced by the Polish economy...

The “overcoming” was described by the keynote speaker of the Congress, Włodzimierz 
Brus (1921–2007):6

�The most characteristic trait of the past period... in economics was the cut‑throat 
struggle of the Marxist‑Leninist theory of economics against false bourgeois theories. 
As a result of this ideological offensive, conducted under the leadership of the party, 
we can identify a number of major successes which create positive conditions for 
growth of our economics research centres [Brus 1951, p. 32].

As an example of “false bourgeois theories,” Brus named among others the work 
of “ultra‑reactionary American behaviourists in economics,” John von Neumann and 
Oskar Morgenstern’s 1944 Theory of Games and Economic Behaviour [Brus 1951, p. 22]. 
The successes he mentioned included the publication of huge editions of Marxist classics, 
including Stalin, translations of works of Soviet economists, as well as the prevalence of 
Marxism in Polish economic journals.

In summary, world‑class professors were removed from Polish economics universi‑
ties after 1949. Their teams of researchers and teachers were disbanded, which crushed 
the centres of independent thought set up at a great expense by individuals who had 
survived the war and the onslaught of the Polish intellectual elite. As for the people who 
replaced the pre‑war professors, according to Drewnowski, “none of them had academic 
credentials.”

Self‑perpetuation of that system was spurred in the coming decades by implementing 
new criteria for the recruitment of researchers. Department heads were prone to recruit 
helpers much akin to themselves. The selection mechanism based on cognitive success 
was destroyed and replaced by ideological loyalty and usefulness to superiors. As a result, 
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more often than not, most of the faculty at economics departments were card‑carrying 
members of PZPR.

Destruction of Other Scientific Institutions

The Polish Economic Society (PTE), founded in 1945, was turned around in the 1940s 
and 1950s. The elite association of researchers was made into a mass organisation which 
served the totalitarian state as a tool of indoctrinating the general public.7 The by‑laws 
of PTE were amended in 1949: the Research Council was replaced by a Research Board, 
which supervised the Society’s research and publication initiatives [Orłowska, Orłowski 
1985, p. 54]. The Board members were: O. Lange (Chair), E. Lipiński (Deputy Chair), 
F. Blinowski, W. Brus, B. Minc, J. Tepicht, J. Wyrozembski, S. Żurawicki. Janina Orłowska 
and Tadeusz Orłowski [1985, pp. 31–32] wrote rather euphemistically:

�A number of long‑time activists were no longer allowed to actively participate in and 
run the affairs of PTE. A new group of leading activists of the Society recruited from 
among Marxist economists gave the organisation a direction that was in line with 
contemporary political and economic developments.

From that time on PTE, like other research associations, was to operate “under the 
supervision” of the Polish Academy of Sciences (PAN).

�The Society embarked on the path of broader impact on public opinion by explicating 
the assumptions of the economic policy of the party and the government. Marxist 
political economics became the main foundation of both research and practical activity. 
[Orłowska, Orłowski 1985, pp. 32–33; cf. pp. 64, 68, 71, 87–88].

The transition of Polish economics also required control of the media. From 1945, this 
was helped by censorship, rationing of paper and access to printing facilities. The decisive 
step came with the nationalisation of publishing houses including Gebethner i Wolf and 
Trzaska, Evert i Michalski. As of 1951, they were replaced by state publishing institutions 
controlled by party activists, for instance Książka i Wiedza (KiW), established in 1948, 
whose Editor‑in‑Chief was Roman Werfel, later the Editor‑in‑Chief of the PZPR Central 
Committee official journal “Nowe Drogi”. Polskie Wydawnictwa Gospodarcze (Polgos) 
was founded in 1949 and renamed Państwowe Wydawnictwo Ekonomiczne (PWE) in 
1961 (Edward Łukawer, an activist of the Union of Polish Patriots (ZPP), was the Editor‑i‑
n‑Chief of Polgos as of 1950). Państwowe Wydawnictwa Naukowe (PWN) was founded in 
1951 and its Editor‑in‑Chief was Tadeusz Zabłudowski, former head of censorship. These 
publishing houses banned all the unorthodox books [cf. Kondek 1993].
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Witold Krzyżanowski, pre‑war professor and member of the Kraków chapter of PTE, 
criticised the practice at the Second Polish Economist Congress [Dyskusja na II Zjeździe... 
1956, p. 122]. The contemporary atmosphere was described in a statement from Wincenty 
Styś, who talked about “secret reviews” and protested against distortions of research 
publications by publishing houses:

�It is unacceptable for publishing houses to insert pages and pages of text before publi‑
cation without consultation with the author [Dyskusja na II Zjeździe... 1956, p. 126; 
cf. point 4 of the Resolution of the Second Polish Economist Congress in Warsaw on 
7–10 June 1956, in: “Uchwała...” 1956, pp. 150–151].

The “secret reviews” that Styś mentioned were publishers’ reviews kept away from 
the authors.

Rafa [1988, p. 55] writes:

�It was at that time that the concept of “blacklisting” was conceived: lists of books 
which were not to be read and especially not to be recommended to students. The only 
difference between what NSDAP had done... with “ideologically alien” books from 
the Third German Reich after Hitler’s ascension to power and what PZPR did at that 
time was that such books were not burned in Poland after 1949.

And:

�However, such books were shredded... F. Benham’s textbook of political economy, 
translated in a POW camp [edited by Jan Drewnowski – B.Cz.] and published in 5,500 
copies in 1948, sold only half of the copies while the others were shredded.

Rafa also writes about “’black lists’ of people who not only were not to be hired in 
schools but whose papers must not be published and those already published must not be 
quoted” and names several names (A. Krzyżanowski, E. Lipiński, E. Taylor, J. Drewnowski, 
S. Zaleski) [Rafa 1988, pp. 10–11].

The situation of economics journals after 1949 is exemplified by the story of “Ekono‑
mista”. The members of its board of editors until 1948 were: A. Krzyżanowski, E. Lipiński, 
E. Taylor, S. Zaleski. From 1949 on, there was a new board of editors: B. Minc, E. Lipiński, 
W. Trąpczyński, z. Wyrozembski. Thus, “Ekonomista” was taken over by Marxist econo‑
mists.

The destruction of economics in Poland was helped by the Institute for Education 
of Research Faculty (IKKN),8 established at the Central Committee of PZPR in 1950 
[Connelly 1996; Czarny 2014b]. Adam Schaff (1913–2006) was appointed IKKN Director. 
“Candidates of Sciences” educated at IKKN (the Soviet degree replaced the PhD in 1951) 
were appointed to replace faculty members removed from universities. Rafa wrote about 
the “second wave” of economists of the new type who started their university careers in 
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the mid-1950s [Rafa 1988, p. 33; cf. Drewnowski 1974, p. 59]. In this connection, Rafa 
mentioned Maria Ciepielewska, Henryk Chołaj, Zbigniew Grabowski, Kazimierz Łaski, 
Mieczysław Mieszczankowski, Mieczysław Nasiłowski.

Eventually, the Central Qualification Board for Research Faculty was established in 
1951. A thicket of legislation on academic degrees and titles was spreading, allowing the 
government to control academics throughout their career paths. The requirement of 
competing for degrees and titles, and consequently having to win the favours of potential 
examination board members, reviewers and others, was conducive to conformist attitudes 
and negative selection [Hübner 1992, pp. 654−659; cf. Haugstad 2008, pp. 213−244].

Impact of the Transition on Economic Research and Teaching

The developments described above were decisive to the course of Polish economics in 
the period 1949−1989.9 The ramifications included costly mistakes by economic policy
‑makers. For example, CUP was closed down and replaced with the State Board of Econo‑
mic Planning (PKPG), which followed Soviet planning methods. This was the main reason 
for the well‑known problems with the implementation of the Six‑Year Plan. The sections 
below only discuss scientific research and the teaching of economics.

(a) Scientific Research
The quality of research plummeted after 1949 as research was decoupled from the real 

economy, not least because the government discontinued the publication of key economic 
statistics. Political usefulness of official declarations prevailed over their truthfulness; thus, 
economics was replaced by pseudo‑science.10

The transition of economics into pseudo‑economics was documented by Stefan Kurow‑
ski in his presentation at the Second Polish Economist Congress [Kurowski 1957]. To avoid 
an open conflict with Marxist dogmas, many economists shied away from economic theory 
and focused on “safer” disciplines: the history of economics, statistics, and econometrics. 
A “sycophant science” flourished, praising economic policy‑makers [Kurowski 1957]. 
For instance, Ekonomista practically stopped publishing research papers as of 1949. At that 
time, the directions of economic research were set in the party‑sponsored journal Nowe 
Drogi [Grzelońska 2006, p. 54].

A certain change took place in 1956. The Polish economists working in Poland in 
1956–1989 who are usually considered to be most prominent include Michał Kalecki 
(1899–1970), Oskar Lange, Włodzimierz Brus and Aleksy Wakar (along with the Wakar 
School). I will limit myself to commenting on their work.

First of all, in my opinion, Michał Kalecki was, to a certain extent, an outsider in the 
economist community that was created after 1949. He owed his position in the scientific 
community to his intellect and work rather than to the powers that be. Lange was in 
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a similar position; however, Kalecki came back to Poland in 1955 rather than 1947 so, 
unlike Lange, he did not participate in the operation that replaced Polish economics with 
a pseudo‑science. Furthermore, Kalecki was not a party member, nor did he ever pay the 
regime a tribute as compromising as Lange’s eulogy to Joseph Stalin. In a 1953 collection 
of three works Zagadnienia ekonomii politycznej w świetle pracy Józefa Stalina pt. Ekono­
miczne problemy socjalizmu w ZSRR (Aspects of Political Economy in the Light of Joseph 
Stalin’s Economic Problems of Socialism in the USSR), Lange [1953a, p. 64] wrote:

�Stalin’s Economic Problems of Socialism in the USSR with ingenious simplicity and 
acuity captures the character and nature of economic laws under Socialism...

Lange’s address at PAN’s First Scientific Seminar after the death of Stalin, entitled 
Joseph Stalin’s Last Contribution to Political Economy [Lange 1953b, p. 27], gained much 
notoriety:

�Stalin’s genius was expressed in clear and simple thoughts, thoughts that were able to 
capture the most profound and difficult issues of historical development of nations 
in a manner comprehensible to the common man.

Indeed, Kalecki also happened to write about “the science of historical materialism,” 
“the degeneration of monopolist Capitalism” and “the trade unions harnessed to the chariot 
of imperialism” [Kalecki 1956, p. 11]. However, rather than legitimising the totalitarian 
system with his work, as Lange did, Kalecki focused on researching the Polish economy. 
This put his loyalty to the system in question. No later than thirteen years after his return 
to Poland, the government (and the economist community created after 1949) got rid of 
Kalecki during the “March events” of 1968.11

Second, I do not think that Lange’s post‑war work was particularly noteworthy. 
Not without reason did Don Patinkin, Lange’s famous student in Chicago, write that 
post‑war Lange was a tragic figure [Patinkin 1981, pp. 8−9; cf. Czarny 1989a, Kurowski 
2007, p. 44]. I do not believe that Lange’s Ekonomia polityczna [Political Economy] was 
a milestone in global economics. Lange’s fame in Poland was driven by his prior repute 
earned in the West, the low quality of publications by others, and censorship which 
silenced the critics. Globally, Political Economy received run‑of‑the‑mill reviews, mainly 
in Socialist journals [Lange 1986, pp. 761, 801, 864, 907, 915–916]. Journals such as the 
“American Economic Review” passed over it in silence.

The prominent Sovietologist Peter Wiles of the City University of New York was very 
critical of Political Economy [Wiles 1965]. He enumerated the cardinal weaknesses of 
Political Economy: it painted an untrue picture of the economy of Communist‑governed 
countries; it ignored Keynesianism; it failed to mention that the increase of real salaries 
in Capitalist countries contradicted Marxism and that surplus value is not empirically 
measurable; it ignored the market as a mechanism conducive to socially rational allocation 
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of resources in Capitalism; it did not include services in the calculation of national income 
[Wiles 1965, pp. 119–122].

The concept of rationality of economic management, outlined in Chapter 5, which 
Lange himself believed to be his main achievement, was considered by commentators to 
be a mere vindication of real Socialism (cf., for instance, [Godelier 1972, p. 20]).

Third, the work of Włodzimierz Brus merits some comment. Brus unexpectedly 
changed his views after 1955. From that time on, Brus (and others) called for “application 
of the law of value” in the economy. The intention was to restructure the system set up 
(by the proponents of the change and their co‑workers) in the late 1940s. They usually 
meant decentralisation of the economy, partial opening up of the markets and, sometimes, 
ownership changes. Brus’s proposals put forth in Ogólne problemy funkcjonowania gospo­
darki socjalistycznej [The General Problems of the Functioning of the Socialist Economy] 
(1961) went in the same direction.

However, the advantages of the market and the importance of incentives derived from 
ownership had been discussed before Brus in economic textbooks around the world, also 
in Poland (cf., for instance, [Taylor 1947, pp. 54–57; 113–124]). Consequently, I believe 
that Brus and others rediscovered the wheel and stumbled upon well‑known truths they 
were ignorant of in the absence of a regular background in economics, one they never had 
also because they themselves destroyed academic economics in Poland. Hence, it would 
be difficult to hold their concepts as representing substantial theoretical achievements, 
especially in the global scale. However, Wagener emphasises Brus’s contribution to the 
explication of the shortcomings of the command economy [Wagener 1998, p. 5].

Fourth, the pragmatists of the Wakar School merit special attention. As they considered 
other solutions to be unrealistic, they accepted the monopoly of the state in planning while 
striving to improve the system of corporate management. This involved the traditional 
“command economy” (“direct account”) versus the “parametric system” where enterprises 
are encouraged to deliver the targets set by the state among others by means of prices. 
The Wakar school dilemmas were described by Janusz G. Zieliński [1973]:

�Starting in 1960, Professor Wakar and I began to work on our theory of direct economic 
account and mainly focused on analysing the “logic” of its limitations as well as the 
options for improvement of a centralised system rather than supporting decentrali‑
sation... We concluded... that far‑reaching reforms towards a “directed market” would 
be unacceptable... at least in Poland. We were left with only two options. The first one 
was to continue working on postulative models... This was tantamount to reducing 
our active participation in discussions on economic policy, limiting our contacts 
with economic practitioners, and abandoning all hope that we could come up with 
constructive proposals of improving the existing economic system, be they piecemeal 
and of third rank. The other option was to analyse the existing economic mechanism 
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and to reveal its inherent weaknesses while searching for and supporting all feasible 
improvements to it. That was the option we went for...

I believe it is important to note that members of the Wakar School taught economics. 
Despite its shortcomings, their 1972 textbook Ekonomia polityczna socjalizmu (Political 
Economy of Socialism) is a unique attempt at bringing such concepts of global economics 
as the Pareto optimum and the Edgeworth box into the fold of political economics of 
Socialism [Ekonomia polityczna... 1972, pp. 127–139].

The pathology that would consume the Polish economy from 1949 was alleviated in 
1956 but spiked once again in the late 1950s and during the “March events” of 1968. Michał 
Kalecki and his co‑workers Kazimierz Łaski (b. 1921), Ignacy Sachs (b. 1927), and Jerzy 
Osiatyński (b. 1941) left SGPiS. Janusz G. Zieliński was dismissed from SGPiS.12 Edward 
Łukawer (1920–2007) was dismissed from the Kraków Academy of Economics. The revo‑
lution devoured its own children. For instance, Włodzimierz Brus, who was directly 
responsible for the Stalinisation of Polish economics, was removed from the University of 
Warsaw during the anti‑Semitic campaign (Brus was Jewish) [Brus, no publication date]. 
March 1968 in Polish economics at SGPiS was described by the editors of “Gazeta SGH” 
[Gazeta... 1998] and Osiatyński [1984].13	

Publishing houses supported censorship throughout the period 1956–1989 just like 
after 1949. Publications were infused with ideology under pressure exerted by reviewers 
and editors. Faced with a choice between publication of a distorted work and no publica‑
tion at all, the authors caved in. Rafa [1988, pp. 70, 134] wrote about publishing houses 
which “effectively blocked the publication of genuine scientific works”. The concept of 
“blacklisting” lived on; for instance the works of Zieliński, who had migrated to the UK, 
were banned in Poland [Beksiak, Grzelońska, 1990; cf. Grzelońska, 1989].

Despite the debate at the Second Polish Economist Congress, the membership of the 
PTE Board and the board of editors of Ekonomista remained largely unchanged. As late 
as 1988, Rafa reported on “in‑house censorship” at “Ekonomista”, “where any ‘non‑class
‑aware’ paper would be rejected [by the board of editors – B.Cz.] even before being sub‑
mitted to the censors” [Rafa 1988, p. 70; cf. p. 134]. I myself had first‑hand experience of 
a similar practice of the editors of “Ekonomista” in the 1990s. Consequently, in the 1960s, 
1970s and 1980s, “Ekonomista” published scores of papers on the basic economic laws 
under Socialism and the advantages of Socialist ownership of the means of production. 
Conversely, game theory and the implications of hidden unemployment in Poland were 
hardly ever discussed in the journal.

Instead, pointless debates continued for years, among others in “Ekonomista,” such 
as the debate on the rationality of management in different economies, initiated by Lange 
in 1959, which degenerated completely in its final phase in the 1980s [Czarny 1989b]. 
Not much different was a series of eulogies to “well‑developed Socialist society” published 
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in the Polish economic literature in the late 1970s, mainly owing to H. Chołaj, a member 
of the board of editors of “Ekonomista”.

Thirty‑five years later, in 1986, Wiktor Jarmulicz [1986, pp. 24–25]14 described the 
status of Polish economics:

�The fruit of the seeds sown 35 years ago is more than evident. An exceptionally low 
quality of the research faculty accompanied by a terrifying collapse of economic tho‑
ught in Poland; resulting in an extremely low level of Poles’ economic knowledge... 
Indoctrination has taken its toll; its alarming results will stay with us for long.

Rafa [1988, p. 41] shares this opinion:

�[A] significant, enduring and... long‑term result of the carnage of Polish economics 
in 1949 is its lasting devaluation...[W]ith a handful of exceptions, the thousands of 
‘scientific’ publications from the period 1950–1985 have little if anything to do with 
science.

Grzelońska [2006, p. 59] is only slightly more optimistic about the status of Polish 
economics:

�After the war... Polish and global economics stayed apart. Personal relations between 
Polish and foreign economists from the end of WWII remained largely ceremonial, 
limited to socializing... This was brought about by the widening divide between Polish 
and global economics in terms of research, topics and methodologies.

Marek Ratajczak [2009, p. 11] wrote on the same note:

�Polish economics carried the stigma of marginalization in mainstream world econo‑
mics. An illustration of this was that in world economics the two figures most closely 
associated with Poland continued to be the long‑deceased O. Lange and M. Kalecki.

(b) Teaching Economics
The quality of teaching economics plunged after 1949. The pluralism of presented 

views was gone. The curricula were developed by the ministry and distributed to univer‑
sities.15 They were soaked in ideology, promoted among others in textbooks. A selection 
of quotations:

�The existence of... capital... relies on exploitation of the working class, on social rela‑
tions where one man, just because he owns the means of production, can appropriate 
a part of the products of other men’s work. This is how the Capitalist can exploit the 
working class.
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�There exist four Capitalist groups: industrial, commercial, the group dealing with 
financial operations, and... the group of landowners. The income of these... groups 
derives from a common source: the overall mass of appropriated... surplus value. 
[Schaff, Brum, 1950, pp. 64, 65]
�With his analysis of Capitalist relations, Marx proved the existence of the two main 
laws of Capitalism... One of those is the advancing relative pauperisation of the working 
class, the other law concerns its absolute pauperisation... Absolute pauperisation is 
evidenced... by a decrease of workers’ real wages... Data from US Army draft medical 
checks indicate that half of the young conscripts were considered... unfit for military 
service... the reason for their non‑eligibility in the majority of cases was the poor diet 
of US workers, especially the Negroes. [Minc 1949, pp. 187, 189]
�[S]ocialist industry and the great Socialist agricultural economy are the world’s most 
centralised and most mechanised even as they continue to grow at a rate that Capi‑
talism could never achieve.
�At the stage of Communism... work will have been transformed from a source of 
income... into life’s main necessity... All people... will be cultured and broadly educated, 
and able to freely choose a profession... The highly developed production capacity and 
productivity of social work will make all material and cultural goods ample, paving 
the way for transition from the Socialist principle of distribution to the Communist 
principle... “From each according to his ability, to each according to his need.” [Ostro‑
witianow et al. 1955, pp. 734, 375–376]

While tuition fees at universities were abandoned, which allowed for universal econo‑
mic education (with working class and farmer students predominating both in recruitment 
and throughout university programmes), the quality of the programmes was disastrous. 
In 1957, Kurowski wrote:

�Teaching political economics... has turned into a vicious circle of newspeak with 
petrified quotes replacing thinking and the cynicism of lecturers and the mendacity 
of students replacing the belief in the eternal values of science and truth... This has 
left hundreds and thousands of people who... have entered adulthood deprived of the 
faculty of thinking... and of any intellectual interest, dumbfounded as they were by the 
pointlessness and vastness of the apparent knowledge which they had had to absorb, 
illiterate in vast areas of economic thought... they have graduated... from universities 
of economics ignorant of the economic situation of their own country... oblivious to 
statistics and the basic professional and scientific tools of an economist, they have gone 
bust upon their first encounter with real life. [Kurowski 1957, pp. 299–300]

The situation did not change much after 1956, as evidenced by the contents of academic 
economics textbooks from the 1960s, 1970s and 1980s. Selected quotes:
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�As the owner of all invested capital, the Capitalist is the owner of products manufac‑
tured by the workforce. Thus, on the market, he cashes in on the products manufac‑
tured by the worker. Therefore, he collects both the invested capital and the surplus 
value... The workforce creates all new value produced at any given time. The bigger the 
part of that value appropriated by the Capitalist... the greater the part of labour that 
the worker has to give to the Capitalist and the lesser the part he keeps for himself. 
[Sadzikowski 1969, pp. 182–183]
�The Socialist economic system is such that (1) in contrast to Capitalism, dominated 
by private property, the main means of production are socially owned. Under those cir‑
cumstances, (2) direct economic activity is subordinated to material and cultural needs 
of the society... (4) All generated national product is distributed by the Socialist state 
in accordance with the current and prospective needs of the society... Social ownership 
of the means of production also implies elimination of the Capitalist principles of 
distribution based on economic exploitation of one class by another class...[Ekono‑
mia... 1974, pp. 13–14]
�The... transformations of imperialism which play a significant role in maintaining and 
even amplifying its expansive and exploitative character include the development of 
international monopoly corporations. They are in fact a new, higher form (as compared 
to the former cartel form) of international monopolies which have become the key 
actors responsible for economic and political dependence of developing countries on 
imperialist countries. A specific form of international monopolies are international 
economic treaties (e.g., the European Economic Community). [Mieszczankowski 
1987, p. 270]

Textbooks were complemented by other publications, such as Mała Encyklopedia 
Ekonomiczna (The Small Encyclopaedia of Economics), which featured entries like the 
one below:

�BASIC LAW OF SOCIO‑ECONOMIC FORMATIONS, economic law which identi‑
fies the main actors and the main processes of development of any →socio‑economic 
formation, i.e., the goal of production and the means to that end; it derives from 
objective conditions of a formation, its →relations of production, in particular the 
type of ownership of →means of production... [B]asic economic law of Capitalism – 
to produce as much surplus value for Capitalists as possible through expansion of 
production, technology development and increasing exploitation of the workforce... 
[B]asic economic law of Socialism – to continuously grow and improve production 
based on leading technology in order to best address constantly growing needs and 
ensure comprehensive development of society members. (J.Za. [Józef Zawadzki – 
B.Cz.]) [Mała... 1961, p. 514]
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�Law of conformity of productive forces and relations of production... LCPFRP also 
operates in the Socialist formation. Here, the tensions... arising between relations of 
production which lag behind and new productive forces do not create serious socio
‑economic conflicts... [T]hese are timely eliminated thanks to conscious activity of 
the Socialist state. Relations of production are promptly brought back to conformity 
with the achieved level of productive forces owing to the alignment of the interests 
of all classes and layers of the Socialist society; there are no social forces here intere‑
sted in maintaining obsolete forms of Socialist relations of production. (A.R. [Adam 
Runowicz – B.Cz.]) [Mała... 1974, pp. 626–627]

No wonder that, despite the liberalisation in 1956 and then in the 1970s and 1980s, 
Jarmulicz shared in 1986 the observations made by Kurowski in 1957:

�The transformation of economics into a tool of social indoctrination 35 years ago 
has produced most deplorable results. Teaching the political economics of Socia‑
lism for more than three decades has numbed the minds, which are now unable to 
comprehend economic issues, and wreaked havoc in the heads of most adult Poles. 
[Jarmulicz 1986, p. 24]

Comments

Setting aside Kalecki, the achievements of Polish economics in 1949–1989 turn out 
to be scarce at best. The works of Lange, the late Brus, and the Wakar School were hardly 
superior to anyone else’s. Those works were prominent only locally. They sparked but 
transient interest abroad, often for reasons that were off‑topic (those works were harbin‑
gers of political change in Poland). That there is little mention of such works in global 
economic publications after 1990 is the best proof of this. A review of encyclopaedias, 
lexicons and textbooks of economics that are popular around the world corroborates this 
view [cf. Czarny 2014a]. Similar conclusions were drawn by Hans‑Jürgen Wagener in the 
summary of results of an extensive research project that aimed to evaluate the achieve‑
ments of economics in five of the countries of real Socialism [Wagener 1998, pp. 1, 5, 16, 
24−27; Wagener 1997)].

The picture of Polish economics in 1949−1989 is even more bleak if one considers not 
only its successes but also its sins. After all, Polish economists indoctrinated the general 
public throughout that period. There is ample evidence of such indoctrination, for instance 
economic publications, textbooks and encyclopaedias of the period, as well as dozens of 
issues of “Ekonomista” which published articles glorifying real Socialism. In violation 
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of the eternal ideal of truth, Polish economists lied for 40 years to millions of students, 
readers, viewers and listeners, concealed from them the existence of the true economics 
and enjoyed the benefits of it all. In exchange, they recommended works full of omissions 
and false science. The fraud they committed wasted everyone’s time, corrupted young 
people’s minds, degraded economic knowledge of the general public, and perpetuated 
the totalitarian system.

As a result, the ethos of an economic scientist in Poland was discredited. The symptoms 
of the degradation are many; they are diverse and broadly known. I have described else‑
where the forged translation into Polish of a critical debate that followed the presentation 
of Aleksander Łukaszewicz and Zdzisław Sadowski (Editor‑in‑Chief of  “Ekonomista” and 
Honorary Chair of PTE) at an international conference [Czarny 2010, p. 60]. However, 
most cases were less spectacular and more commonplace: obtaining public funding for 
fake research and pseudo‑education; organising conferences only to legitimise alleged 
research activities of attendees; forging lectures, classes, examinations and competitions; 
nepotism; plagiarism; tacit approval of mass fraud committed by students (“cribbing”). 
The degeneration of the community created by a political decision years ago is evidenced 
among others by the swift transformation of views represented by the luminaries of Polish 
pseudo‑economics depending on the current political climate.16 Similar conclusions arise 
from observations concerning the exchange of reviews among researchers, legitimising 
their and their protégés’ alleged research, as well as “surrogate vengeance,” where students 
of the opponent are prevented from earning an academic degree by, for instance, means 
of manipulated reviews.

On a side note, US and Polish historians and commentators reported after 1989 that 
Lange had begun to work with the Soviet intelligence in the 1940s. Tadeusz Kowalik denies 
the allegation [Smyrgała 2009; cf. Kowalik 2008, Vol. 4, p. 874]. In 2000, Arcana reported 
that Brus had worked with the political police of Poland and of East Germany [Szarek 2000; 
cf. Sawicki 2002]. According to the files at the Institute of National Remembrance (IPN), 
Zdzisław Sadowski collaborated with the Polish security service [Marosz 2008].

Little wonder, then, that Ratajczak [2009, p. 13] considers it “noteworthy” that, after 
1989, some people suggested a clear break with the previous system:17

�This would have involved invalidating academic degrees and titles awarded in the 
Communist era, or at least... re‑verifying them with the help of invited Western econo‑
mists... [T]here was no change in academic staff, for example by imposing premature 
retirement onto those whose entire academic careers had been formed in the People’s 
Republic of Poland.
�It was also proposed to ban people without a scientific degree earned at a renowned 
Western university from holding managerial positions at publicly financed research 
institutes. None of those proposals were put in place. Thus, after 1989, economics in 
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free Poland remained the same pseudo‑science that had monopolized the People’s 
Republic of Poland since the 1940s; that is, a collection of ideological principles derived 
from Marxism that were largely decoupled from the very market forces that Polish 
economists would now be tasked with deciphering.

Notes

1  All quotations are translated for this article, unless otherwise indicated.
2  The decision to set up SGPiS was made by the Political Bureau of the Central Committee of the 

Polish United Workers’ Party [Drabińska 1994, p. 68].
3  This was the pen‑name of Professor Józef Nowicki (1917–1989), who studied at the Warsaw School 

of Economics, worked as Chair of Political Economy at SGPiS, and was a historian of economics (he publi‑
shed, among others, Teoria ekonomii II Rzeczpospolitej, KiW, Warsaw 1988).

4  It was probably important that Lipiński accepted supervision of the doctoral theses of W. Brus, 
B. Minc, z. Wyrozembski, M. Pohorille and J. Zawadzki (cf. Drabińska 1992, p. 141).

5  Styś was one of the founders of Wyższa Szkoła Handlowa, a college that was nationalised and 
renamed Wyższa Szkoła Ekonomiczna in 1950, once again renamed Akademia Ekonomiczna im. Oskara 
Langego we Wrocławiu in 1974. It was renamed Uniwersytet Ekonomiczny in 2008 (the name of Oskar 
Lange was skipped).

6  The paper delivered by Brus, aged 29, who had no PhD yet in 1950, was probably penned by a group 
of party member economists.

7  The transition of PTE was part of the operation designed to take autonomy away from research 
associations. Several institutions were closed down including Polska Akademia Umiejętności and Towa‑
rzystwo Naukowe Warszawskie. They were replaced in 1951 with the Polish Academy of Sciences (PAN), 
supervised by the prime minister and his deputies, according to the Soviet model.

8  IKKN was renamed the Institute of Social Sciences in 1953, once again renamed Higher School 
of Social Sciences (WSNS) in 1958, and merged with the Institute of Marxism and Leninism to form the 
Academy of Social Sciences in 1982.

9  The period was far from uniform. The years 1949−1955 were the Stalinist era. Liberalisation took 
place in 1956−1967, followed by a period of more restrictive government policy. In 1968–1989, more 
openly critical works were published and researchers visited Western universities more freely. Nonetheless, 
Marxism retained its monopoly in Poland throughout that entire period and political criteria were key to 
publications and careers [Kurowski 2007, p. 50].

10  Pseudo‑science is understood here as knowledge or activity pretending to be science yet contra‑
dictory to the scientific method, lacking in empirical or logical grounding. It includes, without limitation, 
exaggerated, unclear, contradictory and unverifiable statements [Hansson 2012; cf. Thagard 1978; cf. 
Lakatos, 1974]. I believe that, like astrology, Polish economics after 1949 was not a “degenerating scienti‑
fic research programme” (Lakatos) but a pseudo‑science. Degenerating scientific research programme is 
pseudoscientific if and only if 1) it has been less progressive than alternative theories over a long period 
of time, and faces many unsolved problems; but 2) the community of practitioners makes little attempt 
to develop the theory towards solutions of the problems, shows no concern for attempts to evaluate the 
theory in relation to others, and is selective in considering confirmations and disconfirmations [Thagard 
1978, p. 228]. After all, many Polish economists did not strive for the truth but followed the principle of 
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party influence over science (“zasada partyjności nauki”) and supported real Socialism with propaganda 
[cf. E. Adler, 1953]. Out of 41 participants of the Second Polish Economist Congress in 1956, only Styś 
endorsed Kurowski’s postulate of scientific freedom.

11  A comparison of the funerals of Lange and Kalecki takes on a symbolic dimension. Lange’s fune‑
ral had all the features of the obsequies of a party dignitary. There were no speeches at Kalecki’s funeral: 
Kalecki, who was removed from SGPiS and withdrew from public life, forbade any funeral speeches [Lange 
1986, pp. 933–945; Łukawer 2006, pp. 9–10].

12  Janusz Gedymin Zieliński committed suicide as an émigré in the United Kingdom on 8 August 
1979.

13  After March 1968, the position of associate professor (Dozent) was opened to PhDs without habi‑
litation. This allowed some newly vacated lines to be filled, as a form of reward, by academics who had 
proved themselves to be loyal in the “March events,” as per the opinion of Party (PZPR) functionaries 
within the universities. This often happened at economics schools and departments of economics. The new 
appointees were expected to ensure that students would be taught in politically correct ways.

14  This was the pen‑name of Wiesław Samecki (1927–2007), who worked at the Institute of Political 
Economy, University of Wrocław; he was a student of Wincenty Styś (he published, among others, Cen­
tralny Okręg Przemysłowy 1936–1939, Wrocław 1998).

15  “Ekonomista” No. 2 of 1950 published guidelines drafted by IKKN entitled Przykładowa tematyka 
rozpraw dla uzyskania stopnia naukowego w zakresie ekonomii politycznej [Examples of topics of theses of 
candidates for an academic degree in political economy].

16  For instance, in 1953, Edward Lipiński criticised his own statements about economic laws as “anti
‑Marxist”, namely, insufficiently attentive to the objective nature of the laws [Lipiński 1947; cf. Lipiński 
1953, p. 51]. In the same article, Lipiński described the “law of planned (proportionate) development 
of the Socialist economy” as opposed to the anarchy of production under Capitalism, which he took 
back three years later [pp. 47, 49; cf. Lipiński 1956, pp. 28, 32]. In 1952, Gabriel Temkin wrote about the 
“basic economic law of Socialism,” which he denied in 1962 [Temkin 1952, p. 26; cf. Temkin 1962, p. 41]. 
The debate on the “well‑developed Socialist society” initiated by Henryk Chołaj in the 1970s ended 
abruptly after the economic crisis of the 1970s and 1980s. In the 1980s, Józef Pajestka (Editor‑in‑Chief 
of Ekonomista and Chair of PTE) initially claimed that the economy of the People’s Republic of Poland 
exhibited high macroeconomic rationality of management, only to conclude later that the same economy 
was completely non‑rational at the macroeconomic level [Pajestka 1980, p. 290; cf. Pajestka 1982, p. 353 
and Pajestka 1988, pp. 282–283].

17  For instance, in 1998, Ludwik Skiba wrote: “Germans, Czechs, Estonians fearful of a come‑back 
of a peculiar Marxist ethics have decided to significantly reduce those academic faculty members who... 
were distinguished as servile to the party and the government. We, in turn, have been given a ‘broad line’ 
policy which entails amnesia as a means of getting a comfortable life during the transition. Today it is 
a good policy to close your eyes to the sins of the past.” [Skiba 1998, p. 13].

References

Adler E., (1953), Partyjność filozofii i nauki, “Nauka Polska”, No. 2.
Amsterdamski S., (1989), Życie naukowe a monopol władzy casus Łysenko, in: Łysenko i kosmopolici, War‑
szawa.
Beksiak J., Grzelońska U., (1990), Janusz Gedymin Zieliński. Wspomnienie, “Gazeta Wyborcza”, 9 April.
Brus W., (1951), O stanie nauk ekonomicznych w Polsce, “Ekonomista”, No. 1.
Brus W., (unknown date), Zmora reformowania socjalistycznego systemu ekonomicznego (nota biograficzna) 
(retrieved 9.03.2013, from www.pte.pl/pliki/doc/WlodzimierzBrus.doc).



﻿  Bogusław Czarny110

Connelly J., (1996), Internal Bolshevisation? Elite Social Science Training in Stalinist Poland, “Minerva”, 
No. 34.
Czarny B., (1989a), Trzydzieści lat później (Lange Oskar: Dzieła, tom 8. Działalność naukowa i społeczna 
1904−1965, PAN‑PWE, Warszawa 1986), “Odra” No. 1.
Czarny B., (1989b), Dyskusja o racjonalności gospodarowania w polskiej literaturze ekonomicznej po II wojnie 
światowej, Warszawa (unpublished PhD thesis).
Czarny B., (2010), Pozytywizm a sądy wartościujące w ekonomii, Oficyna Wydawnicza SGH, Warszawa.
Czarny B., (2014a), O dorobku teorii ekonomii w Polsce w latach 1949−1989 – wstęp (forthcoming).
Czarny B., (2014b), Katedra Ekonomii Politycznej w Instytucie Kształcenia Kadr Naukowych i jej aspiranci, 
1950–1953 (forthcoming).
Drabińska D., (1992), SGPiS w latach forsownych przeobrażeń społeczno‑gospodarczych Polski 1949−1956, 
SGH, Warszawa (unpublished PhD thesis).
Drabińska D., (1994), Powstanie Szkoły Głównej Planowania i Statystyki, “Kwartalnik Historii Nauki i Techniki”, 
Vol. 39, No. 3−6.
Drewnowski J., (1974), Proces CUP, “Zeszyty Historyczne”, No. 28.
Drewnowski, J., (2000), Biografia naukowa, Londyn (retrieved 3.10.2013, from http://www.pte.pl/pliki/0/91/
Jan_Drewnowski.doc).
Dyskusja na II Zjeździe Ekonomistów Polskich (summary signed with initials H.Ch. i A.Ł.) (1956), “Ekono‑
mista”, No. 5.
Ekonomia polityczna socjalizmu (authors: R. Bauer, J. Beksiak, L. Biliński, W. Czech, S. Dulski, A.K. Koźmiński, 
U. Libura, Z. Marcinkowska, S. Nikołajczuk, S. Nowacki, H. Rębacz, B. Samojlik, A. Wernik) (1972), PWN, 
Warszawa.
Ekonomia polityczna socjalizmu (ed. M. Nasiłowski) (1974), KiW, Warsaw.
Fijałkowska B., (1985), Polityka i twórcy 1948−1959, PWN, Warszawa.
Gasman D., (1971), The Scientific Origin of National Socialism, New York.
Gazeta SGH, (1998), No. 84.
Godelier M., (1972), Rationality and Irrationality in Economics, Monthly Review Press, New York.
Grzelońska U., (1989), Wstęp, in: J.G. Zieliński, Rachunek ekonomiczny i zarządzanie w gospodarce socjali‑
stycznej, Warszawa (retrieved 29.09.2013, from http://januszgzielinski.pl/_/Zycie.html).
Grzelońska U., (2006), 100 lat SGH i polska ekonomia, “Bank i Kredyt”, No. 5−6.
Hansson S.O., (2012), Science and Pseudo‑Science, The Stanford Encyclopaedia of Philosophy (Winter 2012), 
ed. E.N. Zalta, (URL=http://plato.stanford.edu/archives/win2012/entries/pseudo‑science/).
Haugstad A.W., (2008), A Discipline Divided. Polish Economists and the Communist Regime, 1945‒1960, 
Norwegian University of Science and Technology, Trondheim.
Herczyński R., (2008), Spętana nauka. Opozycja intelektualna w Polsce 1945−1970, Wydawnictwo Naukowe 
Semper, Warszawa.
Hooloway D., (1974), Innovation in Science – the Case of Cybernetics in the Soviet Union, “Science Studies”, 
No. 4.
Hübner P., (1992), Polityka naukowa w Polsce w latach 1944−1953. Geneza systemu, Vol. 1−2, Zakład Narodowy 
im. Ossolińskich, Wrocław i in.
Jarmulicz W., (1986), O przedmiocie i metodzie ekonomii politycznej w Polsce, Wers, Warszawa‑Wrocław.



On Economics in Poland in 1949–1989: Introduction 111

Kalecki M., (1956), Sytuacja gospodarcza Stanów Zjednoczonych w zestawieniu z okresem przedwojennym, 
“Ekonomista”, No. 4.
Kaliński J., (2006), SGH – od wieku na oceanie wiedzy, “Bank i Kredyt”, No. 5−6.
Kondek S.A., (1993), Władza i wydawcy. Polityczne uwarunkowania produkcji książek w Polsce w latach 
1944−1949, Warszawa: Biblioteka Narodowa.
Kossecki J., (1999), Wpływ totalnej wojny informacyjnej na dzieje PRL, wydawnictwo nieznane, Kielce.
Kowalik T., (2008), Lange, Oskar Ryszard (1904–1965), in: The New Palgrave Dictionary of Economics 
(eds S.N. Durlauf, L.E. Blume), Palgrave Macmillan, Vol. 4.
Kurowski S., (1957), Nad ekonomią polityczną, in: S.J. Kurowski, Szkice optymistyczne, Pax, Warszawa.
Kurowski S., (2007), Obecne spojrzenie na II Zjazd Ekonomistów Polskich w 1956 roku, in: Przełomowy rok 
1956 a współczesność (ed. Z. Sadowski), PTE, Warszawa.
Lakatos I., (1974), Science and Pseudoscience, in: Philosophy In the Open, (ed. G. Vesey), Open University 
Press.
Lange O., (1951), Zagajenie, “Ekonomista”, No. 1.
Lange O., (1953a), Prawa ekonomiczne socjalizmu, in: Zagadnienia ekonomii politycznej w świetle pracy Józefa 
Stalina pt. „Ekonomiczne problemy socjalizmu w ZSRR”, PWN, Warszawa.
Lange O., (1953b), Ostatni wkład Józefa Stalina do ekonomii politycznej, “Nauka Polska”, No. 2.
Lange O., (1986), Dzieła. T. 8, Działalność naukowa i społeczna: 1904−1965, PWE, Warszawa.
Lipiński E., (1947), Uwagi o zadaniach ekonomii, “Ekonomista”, No. 2.
Lipiński E., (1953), Przedmiot ekonomii politycznej i obiektywny charakter praw ekonomicznych, “Ekonomi‑
sta”, No. 1.
Lipiński E., (1956), O przedmiocie ekonomii i prawach ekonomicznych, “Ekonomista”, No. 5.
Łukawer E., (2006), W nawiązaniu do idei i przekonań Michała Kaleckiego, in: Nierówności społeczne a wzrost 
gospodarczy. Problemy globalizacji i regionalizacji, część 1, Uniwersytet Rzeszowski, Katedra Teorii Ekonomii, 
Zeszyt No. 8, Rzeszów.
Mała Encyklopedia Ekonomiczna, (1961) (Editorial Board: Maksymilian Pohorille (Editor‑in‑Chief), Edmund 
Dąbrowski, Zbigniew Gajczyk, Bohdan Gliński, Jerzy Lubowicki, Kazimierz Łaski, Mirosław Orłowski, Wiesław 
Sadowski, Paweł Sulmicki, Józef Zagórski, Zygmunt Zaremba, Józef Zawadzki, Seweryn Żurawicki), PWE, 
Warsaw.
Mała Encyklopedia Ekonomiczna, (1974) (Editorial Board: Kazimierz Secomski (Editor‑in‑Chief), Henryk 
Chołaj, Zdzisław Fedorowicz, Bohdan Gliński, Zygmunt Knyziak, Mirosław Orłowski, Leszek Pasieczny, 
Maksymilian Pohorille, Wiesław Sadowski, Józef Sołdaczuk, Paweł Sulmicki, Jan Szczepański, Józef Zagórski, 
Seweryn Żurawicki), PWE, Warsaw.
Marosz M., (2008), Obywatelski obowiązek profesora, “Gazeta Polska”, No. 40.
Mieszczankowski M., (1987), Ekonomia (zarys popularny), KiW, Warsaw.
Minc B., (1949), Zarys podstawowych zagadnień ekonomii politycznej, cz. 1, Akademicka Spółdzielnia Wydaw‑
nicza, Warsaw.
Orłowska J., Orłowski T., (1985), Polskie Towarzystwo Ekonomiczne. Zarys historii, PTE, Warszawa.
Osiatyński J., (1984), Przypisy i dodatki, in: M. Kalecki, Dzieła, Vol. 4, Socjalizm. Wzrost gospodarczy i efek‑
tywność inwestycji, PWE, Warszawa.
Ostrowitianow K.W. (et al.), (1955), Ekonomia polityczna socjalizmu. Podręcznik. (translation from Russian 
edited by: S. Żurawicki, J. Zawadzki, R. Gradowski, R. Winiewska, M. Pohorille), KiW, Warsaw.



﻿  Bogusław Czarny112

Pajestka J., (1980), Świadome kształtowanie procesów społeczno‑gospodarczych w gospodarce socjalistycznej, 
in: Racjonalność gospodarowania w socjalizmie (eds B. Kamiński, A. Łukaszewicz), PWE, Warszawa.
Pajestka J., (1982), Państwo a gospodarka i społeczeństwo, “Gospodarka Planowa”, No. 9.
Pajestka J., (1988), Postawy cywilizacyjne w procesie rozwoju, “Ekonomista”, No. 2.
Patinkin D., (1981), Essays on and in the Chicago Tradition, Duke University Press, Durham.
Rafa J., (1988), Myśl ekonomiczna III Rzeczpospolitej do 1985 r., nieznane wydawnictwo, Warszawa (copy in 
author’s possession).
Ratajczak M., (2009), Polish Economics and the Polish Economy: A study for the Twentieth Anniversary of 
Transition in Poland, “The History of Economic Thought”, Vol. 51, No. 2.
Sadzikowski W., (1969), Ekonomia polityczna kapitalizmu, PWN, Warsaw.
Sawicki W., (2002), Stasi a opozycja demokratyczna w Polsce 1976–1989, in: Raport Kiszczaka dla Moskwy, 
Fundacja Centrum Dokumentacji Czynu Niepodlegościowego, Kraków.
Schaff A., Brum L., (1950), Pogadanki ekonomiczne, KiW, Warsaw.
Skiba L., (1998), Ekonomia po dominacji marksistowskiej a przemiany ustrojowe, in: Ekonomia w Polsce po 
dominacji marksistowskiej. Studia i materiały (ed. L. Skiba), Wydawnictwo DTSK Silesia, Wrocław.
Smyrgała D., (2009), Polscy agenci Stalina, “Wprost”, No. 12.
Szarek J., (2000), Strażnik komunistycznego systemu, “Arcana”, No. 4.
Taylor E., (1947), Wstęp do ekonomiki, Spółdzielnia Wydawnicza “Żeglarz”, Gdynia.
Temkin G., (1952), O roli państwowej własności socjalistycznej w świetle projektu Konstytucji Polskiej Rzecz‑
pospolitej Ludowej, “Ekonomista”, No. 2.
Temkin G., (1962), Karola Marksa obraz gospodarki komunistycznej, PWN, Warszawa.
Thagard P.R., (1978), Why Astrology Is a Pseudoscience, Philosophy of Science Association: “Proceedings of 
the Biennial Meeting of the Philosophy of Science Association”, Vol. 1978, Volume One: Contributed Papers, 
The University of Chicago Press.
Tyrowicz S., (2009), Światło wiedzy zdeprawowanej. Idee niemieckiej socjologii i filozofii (1933–1945), Uni‑
versitas, Kraków.
Uchwała II Zjazdu Ekonomistów Polskich w Warszawie w dniach 7–10 czerwca 1956 r. (1956), “Ekonomista”, 
No. 5.
Voren R.V., (2010), Cold War in Psychiatry: Human Factors, Secret Actors, Rodopi, Amsterdam, New York.
Wagener H.-J., (1997), Second Thoughts? Economics and Economists under Socialism, “Kyklos”, Vol. 50, 
Fasc. 2.
Wagener H.-J., (1998), Between Conformity and Reform. Economics Under State Socialism and Its Transfor‑
mation, in: H.-J. Wagener (ed.) Economic thought in communist and post‑communist Europe, Routledge, 
London, New York.
Wiles P., (1965), Political Economy, Volume I: General Problems. By Oskar Lange, “Political Science Quarterly”, 
Vol. 80, No. 1.
Zieliński G.J., (1973), Economic Reforms in Polish Industry, London, pp. xix–xxii (retrieved 4.04.2013, from 
http://januszgzielinski.pl/_/credo_naukowe.html).
Z.Ż., (1998), Nauka polska po komunizmie, “Myśl Polska”, No. 31.


